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It is a pleasure for me to offer you Full Text Book for the International Symposium on Applied Sciences and 

Engineering (ISASE2018). Our goal was to create a scientific platform between our universities that introduces 

the newest results on internationally recognized experts to local students and colleagues and simultaneously 

displays relevant Turkish achievements to the world. The positive feedback of the community encouraged us to 

proceed and transform a single event into a conference series. Now, ISASE2018 is honored by the presence of over 

150 colleagues from 6 different countries. We accepted contributions from all fields of science and applied 

engineering to promote multidisciplinary discussions. The focal points of the conference emerged spontaneously 

from the submitted full- texts: civil, metalurrgy, material, food sciences, bioengineering, electrical engineering, 

energy applications, advanced materials, electronics engineering, optoelectronic devices, nanodiveces, foresty and 

others. UPM has participated this conference with 25 faculty members and 5 students. There are also participations 

from Jordan, Iran, Spain, Morocco and also regional universities. In this conference, 13 invited, 71 oral and 24 

poster presentations presented in 16 session in 2 parallel rooms. Our warmest thanks go to all invited speakers, 

authors, and contributors of ISASE2018 for attending to the conference. We look forward to meeting you again in 

one of the forthcoming ISASE2018 events in Malaysia. 
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Welcome to ISASE2018 
 
 
 

As it is known, our relations between Atatürk University and Universiti Putra Malaysia (UPM) have evolved 
into a strategic partnership in the last few years. Within the scope of this strategic partnership developed between 
our university and UPM, the “International Symposium on Applied Sciences and Engineering” will be carried out 
by the other partner in every other year. The reason we are here is to start the first of this conference with the strong 
support of the Erzurum Technical University. In this conference, scientific studies by faculty members and their 
students will be presented as oral and poster presentation. This meeting will be a platform to develop a long-term 
cooperation both during the conference and after the conference with department and laboratory visits. In addition, 
students and co-advisors from both sides for dual and joint degree programs will be tried to find and thesis topics 
and projects will be tried to be develop. 

UPM has participated this conference with 25 faculty members and 5 students. There are also participations from 
Jordan, Iran, Spain, Morocco and also regional universities. In this conference, 13 invited, 71 oral and 24 poster 
presentations presented in 16 session in 2 parallel rooms. 

I would like to express my gratitude to Prof. Dr. Ömer Çomaklı, the rector of the Atatürk University, and Prof. 
Datin Paduka Dr. Aini Ideris, the rector of the UPM to start to strong collaboration between us. I also have to give 
a special thanks to our rector who provided all kinds of material and spiritual support in our meeting. I would also 
like to thank Prof. Dr. Muammer Yaylalı, the Rector of Erzurum Technical University, who gave strong support to 
the conference. In addition, I would like to thank Asso. Prof. Dr. Bülent Çavuşoğlu, Prof Dr Mohd Nizar Hamidon, 
Dr. İsmayadi İsmail, the organizing and scientific committee members who contributed to the organization of the 
conference. 

Best regards, 
 
 
Chairman of the Conference 
 
Prof. Dr. Mehmet  ERTUĞRUL 
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Ataturk University Rector’s Welcome 
 

Dear Esteemed Members of Scientific World, 

I would like to express my happiness in being here with you in the "International 
Symposioum on Appplied Science and Engineering 2018 (ISASE 2018)", which has 
contributed to the renewal of our relations in the context of our mutual friendship and 
scientific relations of our universities that have been becoming stronger for several years. 

Turkey and Malaysia, the two brother countries connected with deep scientific and 
cultural relations, have always been in a good relationship. It is a pleasure for us to see that 
this old friendship and bilateral relations between our countries increasingly continue today. 
In this context, one of our strong relationships is the academic cooperation between our 
universities. 

Ataturk University, opened its doors to the world at the center of an extraordinary historical and cultural richness 
on the historical Silk Road linking Asia to Europe, has an experience of 61 academic years with 23 faculties, 2 
schools, 12 vocational schools, 8 institutes, 2400 academic staff, up to 350,000 students and takes firm steps to the 
future to be a world university with cultural democracy. 

One of the most important goals of the restructuring YÖK, the goal of internationalization, has urgently brought 
our universities to the point of carrying out studies related to this subject. It is now important that universities find 
an international place with what they do for internationalization, not how old or new, how big or small they are. As 
Atatürk University administration, the most sensitive issue that we focus on is always to go one step ahead on 
internationalization with the opportunities that we have. 

As you know, higher education takes a central role in not only bringing individuals’ professional formation, but 
also raising individuals that contribute to the enrichment of universal fund of knowledge.  

The way to accomplish this is through internationalization. We give great importance to internationalization 
which we see as an important roadmap for becoming a world university within the theoretical and practical 
framework of the construction of our university according to the necessities of time. We plan academic and student 
mobility, taking into account current global trends in exchange programs and this type of jointly structured 
international symposiums. Taking into consideration the information society and economy, we initiate the 
transformation movements of the "new generation Entrepreneur University" model.  

To increase the international visibility and credibility of our university, to strengthen our international 
collaborations, to develop new international opportunities for our academicians, students and administrative staff, 
to transform our university into an international brand, to provide superior education at universal level, to make the 
most possible comprehensive scientific, technical and educational cooperation possible are among our important 
goals that we have set.   

I believe this symposium is a very good initiative to strengthen the relations between UPM and Atatürk 
University. I also believe that more solid scientific relationships can be constructed between Malaysia and Turkey 
by the means of the scientific and cultural bridge we have been establishing.  

As the last word I would like to express that I believe that the conference we are hosting now is not just a 
scientific conference but also it is a big connecting bridge between our countries towards having very strong 
relations between two countries. I hope to meet with you all again in the second of these conference series at UPM 
in 2019. 
 

Prof. Dr. Ömer ÇOMAKLI 
Rector of Ataturk University 
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Universiti Putra Malaysia Rector’s Welcome 
 

In the Name of Allah, the most Beneficent, the most Merciful. 

 

Assalamualaikum Warahmatullahi Wabarakatuh 

 
 
I am truly happy to see that Malaysian and Turkish Scientific Committees have come 
together through the International Symposium on Applied Sciences and Engineering 2018 
(ISASE 2018) organized by both countries. As two strong members of Islamic community, 
we need to take the pioneering role to increase the scientific collaborations among Islamic 
nations especially.  

Universiti Putra Malaysia (UPM), as a premier institution of higher learning and research 
will always support efforts towards achieving excellence through various programs which 
are in line with our mission to make meaningful contributions towards wealth creation, 
nation building and universal human advancement through the exploration and dissemination of knowledge. Known 
as one of the top Research Universities in Malaysia, UPM strives to continue to provide new meaning to the 
progress, growth and development of the nation and the world every year. 

UPM has boosted its ranking to the 202nd position in the Quacquarelli Symonds (QS) World University Rankings 
2018/19 and jumped 27 notches from the 229th position last year, its fifth consecutive rise since 2013. The entire 
university community should maintain momentum to sustain international excellence as higher education is a very 
competitive industry. 

I would like to thank all presenters for their valuable contributions. UPM, Ataturk University and Erzurum Technical 
University had put forth great efforts to make this conference possible. Our delegates had an opportunity to see the 
facilities in Turkey, and scientists from both countries had a chance to discuss further collaborations. I sincerely 
hope that these conference series open the path for successful and fruitful international collaborations. We are 
honored and would like to welcome all of you for the second series of this conference which is going to be held in 
UPM, Malaysia in 2019. 

Thank you. 
 
 
“With Knowledge We Serve” 

 

PROF. DATIN PADUKA DATO’ DR. AINI IDERIS, FASc. 
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Erzurum Technical University  

Rector’s Welcome 
 
 
 
Dear Valuable Guests,  
 
It is my pleasure to see this scientific community in Erzurum. As Erzurum Technical 

University, our goal is to make every effort possible to create international 
collaborations.  We believe that internationally organized scientific committees, 
projects and studies tend to evolve more quickly and efficiently. We are honored to see 
our brothers from Malaysia here. Especially, we have great hope that Erzurum 
Technical University, Ataturk University and UPM will be able to take necessary 
actions to make this scientific collaborations possible. All three universities have strong 
background in the area of science and Applied Engineering. I see here many scientists 
who are really good at their area of studies. I am hoping that next year when we come 
together again we would be talking about solid and exciting projects of which the first 
milestones will have already been established. I would like to thank you all for your valuable contributions. 
 
 
Prof. Dr. Muammer YAYLALI 
 
Rector of Erzurum Technical University 
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Ataturk University OIA Director’s Welcome 
 

Dear Distinguished Scientists and Participants,  

 

Firstly, I would like to express my deepest thanks to the Scientific Committee and all the 
participants from Ataturk University and the University of Putra Malaysia who put 
extraordinary efforts to make this symposium successful. 

Atatürk University has been successfully continuing its education and research activities 
for more than 60 years. Our University is one of the most peaceful university with the 
highest life standards among the universities in Turkey. With its nearly 400 000 students, 
more than 2 500 academic staff, modern research facilitates and a fully constructed campus, 
Atatürk University is open for collaborations with the well-known universities around the 
World. It has more than 3 000 international students from 87 different countries and 
international collaborations with more than 60 countries.   

Atatürk University aims to maximize the interactions among education, research and social contribution with 
the “New Generation University Design and Transformation Project” initiated recently. In this context, Atatürk 
University aims at more internationalization and rapidly develops its scientific cooperation with reputable 
universities on a universal scale. Therefore, Atatürk University is strongly willing to increase and promoting 
international activities in the fields of scientific research programs and projects, and exchange of students and 
academic staff. 

The International Symposium on Applied Sciences and Engineering 2018 is a concrete outcome of the joint 
efforts initiated by Atatürk University and the University of Putra Malaysia under academic cooperation. This 
symposium is also an important starting point for academic and student mobility programs between two 
Universities. 

I believe that this symposium experience not only help to broaden our academician’s horizons in both 
Universities and to encourage them for developing new joint research projects, but also help to strengthen the 
relations between Atatürk University and the University of Putra Malaysia. 

I hope to meet with you all again in another meeting under this scope. 
 

Prof. Dr. Taşkın Öztaş 
 

General Coordinator  
The Office of Foreign Affairs, Atatürk University  
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Abstract—Fuel cells are the electrochemical devices that 

directly convert the chemical energy into electrical energy. 

Proton exchange membrane (PEM) fuel cells are the most 

promising fuel cell types for mobile and portable applications 

due to their high power densities and low operating conditions.  

The heart of a PEM fuel cell, comprised of the electrodes and 

the membrane, is the key component for improved 

performance. This component is called as membrane electrode 

assembly (MEA). In this study, a brief summary of the studies 

conducted in Atatürk University related with the components of 

MEA will be given. 

Keywords—fuel cell, catalyst, carbon, hydrophobicity  

I. INTRODUCTION 
Electricity generation is of great importance in our century 

due to the technological developments. Fuel cells are 
important electricity generation devices that can be used either 
for stationary or mobile and portable applications. Depending 
on the types of the fuel cells the application areas are changed. 
Fuel cells are the electrochemical devices that directly convert 
the chemical energy into electrical energy. Proton exchange 
membrane (PEM) fuel cells seem to be the most suitable ones 
for mobile and portable applications due to their high power 
density and low operating conditions. PEM fuel cell 
components strongly affect the performance. The most 
important component in a PEM fuel cell is the membrane 
electrode assembly (MEA) in which the half cell reactions and 
proton conduction occur.  

A single PEM fuel cell is comprised of a polymer 
electrolyte membrane sandwiched in between two thin 
electrodes (Figure 1). Hydrogen, is fed to the anode, in which 
hydrogen oxidation reaction occurs, where Pt catalyst 
separates hydrogen's negatively charged electrons from 
positively charged ions (protons). At the cathode, oxygen/air 
is combined with electrons and protons and produce water. 
The protons pass through anode to cathode with the help of a 
proton conducting membrane (which allows only H+ ions, not 
electrons), and electrons pass through the cathode via an 
external circuit and electricity produced. 

 Fig. 1. Schematic representation of PEM fuel cell 

 
Fig. 2. PEM fuel cell components 
 

A PEM fuel cell consists of the parts given in Figure 2 in 
which each component is very critical for high performance 
fuel cells.  

Electrolyte is in the form of a proton conducting 
membrane, and its thickness varies typically between 50 and 
175 microns. The properties of the membrane are; 
conductance of protons, separation of hydrogen and air, and 
electronic isolation.  

A PEMFC contains two electrodes, an anode and a 
cathode electrode. At the anode, hydrogen is oxidized to 
protons, while at the cathode oxygen (from air) is reduced to 
water. The state-of-the-art electrodes contain carbon 
supported platinum catalysts. The platinum loading is 
generally 0.2-0.4 mg platinum per cm2 electrode area. 
Current state of the art of catalyst layers for gas diffusion 
electrodes utilizes carbon supported Pt as the catalyst for 
oxygen reduction at the cathode. The primary role of the 
carbon support is to provide electrical conduction between 
the Pt catalyst particles and the porous current collector 
(carbon cloth or paper) [1]. Platinum is the basic metal that is 
used for anode and cathode electrodes of PEMFCs because 
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of its high catalytic activity for both oxidation and reduction 
reactions [2]. However, platinum is an expensive metal which 
causes the price of MEAs to be prohibitively high for 
commercialization and widespread usage of fuel cells [3]. For 
both anode and cathode sides, carbon supported Pt is used as 
the electrodes. In order to facilitate transport of protons into 
the catalyst layer, a proton conducting polymer (e.g.Nafion) 
is mixed with the catalyst. Nafion impregnation is extending 
the three-dimensional reaction zone.  

The electrode backing (gas diffusion layer) serves as 
current collector, gas distributor and improves water 
management in the fuel cell. Both carbon cloths and carbon 
papers are used. The carbon cloths generally contain one or 
two gas diffusion layers, having a thin (20-30 microns) 
microporous hydrophobic layer. The gas diffusion layer in a 
PEMFC consists of a thin layer of carbon black mixed with 
hydrophobic material that is coated onto a sheet of 12 macro-
porous carbon backing [4]. These layers are porous enough 
to allow the distribution of the gases to unexposed areas of 
the flow channel whereby this distribution permits the 
complete utilization of the electrode area. The electrical 
conductivity of these layers may affect the transport of 
electrons to the current collector from the electrode. The 
hydrophobicity of these layers may compete with the 
hydrophilicity of water available for hydration at the 
membrane. The performance variations may also be due to 
changes in the porosity, the electrical contact resistance, and 
the excluded water at the membrane [5].  

II. STUDIES IN ATATÜRK UNIVERSITY 

A. Catalyst Preparation Methods 

In our fuel cell research laboratory, mainly two catalyst 
preparation methods are used; microwave irradiation and 
supercritical carbon dioxide deposition methods in order to 
synthesize either single or binary supported catalysts.  

Microwave irradiation has a wide variety of applications 
in chemistry. Many chemical reactions can be accelerated by 
the utilization of the microwave field which depends on the 
material having high dielectric constant. For the supported 
catalysts the dispersion and the uniform distribution is very 
important for the particle size which will affect the catalyst 
activity. Microwave irradiation also can be used for the 
preparation of the fuel cell catalysts which require high quality 
catalyst properties. In microwave heating there are a lot of 
parameters which will affect the properties of the material in 
the microwave oven. Microwave irradiation duration is one of 
these parameters which affects the temperature.  

Pt based carboneous supported catalysts were prepared by 
using microwave heating of ethylene glycol solutions of the 
metal precursors. At first, 0.05 M aqueous solutions of metal 
precursors were prepared. A required volume of these 
solutions which corresponds to the desired Pt loading was 
mixed with 50 ml ethylene glycol (EG) in a 100 ml beaker. 
Then, 0.1 g carboneous support material was added to the 
solution. After ultrasonication for half an hour, the mixture 
was put in the center of the microwave oven and heated for 60 
s by means of a 800 W microwave power. The resulting 
suspension was cooled immediately, and then filtered and the 
residue was washed with acetone. The solid product was dried 
at 373 K overnight in a vacuum oven (Figure 3). 

 

 
Fig. 3. Microwave irradiation catalyst synthesis method 

 

 
Fig. 4. Schematic of supercritical carbon dioxide deposition method 

Metal nanoparticles dispersed on high surface area 
substrates are used widely as catalysts for a variety of 
reactions. Carbon supported precious metals are very 
important in fuel cells. There are several ways of deposition 
of the metal on carbon support. Among other catalyst 
preparation techniques, scCO2 deposition method is also 
attracting increasing attention. There are a lot of parameters 
that affect the catalytic activity of the catalysts which arise 
from the catalyst preparation techniques. The impurities left 
from the solvent or precursor may influence the catalytic 
activity in a bad manner. The particle size of the metal 
deposited onto the carbon support also depends on the 
conditions of the reaction medium and so the preparation 
technique. Supercritical deposition involves the dissolution of 
an organometallic precursor in a supercritical fluid and the 
impregnation of the substrate by exposure to this solution. 
Subsequent treatment of the impregnated substrate results in 
metal/substrate nanocomposites [6] (Figure 4). 

The deposition apparatus consists of a 54 ml custom-
manufactured stainless steel vessel equipped with two 
sapphire windows, 25 mm in diameter, and sealed with poly 
ether ether ketone O-rings. A T-type thermocouple assembly, 
a vent line and a rupture disk assembly are also attached to the 
vessel (Figure 5). 
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Fig. 5. Supercritical carbon dioxide deposition set up 

Impregnation of the organometallic precursors depends on 
the dissolution of the precursor in scCO2 and then exposure of 
this solution to the carbon support. Firstly, the heat-treated 
carbon support was placed into a pouch made of filter paper 
and placed into the vessel together with a certain amount of 
either PtMe2COD or other precursors, and a stirring bar. For 
the desired metal loading, the amounts of the corresponding 
precursors were determined by using the adsorption isotherm 
of the precursor onto the carbon support [7]. A stainless steel 
screen was used to separate the stirring bar from the filter 
paper pouch. The vessel was sealed and heated to 343 K using 
a circulating heater/cooler apparatus  and then charged slowly 
with carbon dioxide to a pressure of 24.2 MPa using a syringe 
pump. These conditions were maintained for a period of 6 h 
which was enough for the system to reach equilibrium and 
then the vessel was depressurized. After allowing the vessel to 
cool, the pouch was removed and the impregnated carbon 
support was weighed to determine the amount of precursor 
adsorbed using an analytical balance accurate to ±0.1 mg. 
Subsequently, the carbon support was placed in an alumina 
process tube in a tube furnace, and the Pt and Ru precursors 
were reduced thermally under flowing N2 (100 cm3 min-1) for 
4 h at 473 K and 673 K. 

Supercritical carbon dioxide deposition method was used 
to synthesize carboneous materials supported Pt, PtCu, PtNi 
and PtFe catalysts. Graphene or graphene-carbon hybrid 
carbon supports were used. 

B. Hydrophobic Surfaces for PEM Fuel Cells 

In order to conduct the protons formed at the anode 
electrode, the electrolyte required to be humidified. This is 
achieved by the humidification of the fed gases. Also, at the 
cathode electrode water is formed. In this respect, it is 
essential to manage the total amount of water either fed to the 
fuel cell or produced at the cathode side. Excess water resulted 
in flooding and caused the fuel cell performance to be 
decreased. In order to eliminate the water related issues, thin 
microporous layers which includes the hydrophobic materials 
are used. In our fuel cell research laboratory, PTFE, FEP and 
PDMS materials were used as hydrophobic materials. The 
importance of the utilization of different kinds of hydrophobic 
materials at different ratios were observed.  

C. Carbon Based Materials for PEM Fuel Cells 

Carbon based support materials are crucial in PEM fuel 
cell electrocatalysts which provide either high surface area or 

high electrical conductivity. In our research laboratory, 
commercially available carbon black and graphene materials 
were used. Also, carbon aerogel, reduced graphene oxide and 
graphene aerogel materials were synthesized. In order to 
change the properties of the carbon based materials 
heteroatom such as nitrogen was doped to these materials. In 
situ and ex-situ nitrogen doping were conducted for this 
purpose.   

 
Fig. 6. Hydrophobic channels in PEM fuel cell 

D. Catalysts for Liquid Feed Fuel Cells 

Single or binary metal nanoparticles supported on various 
support materials for formic acid and methanol oxidation 
reactions are also synthesized in our research laboratory.  

III. CONCLUSIONS 

Our studies conducted in our research laboratory in 
Atatürk University are mostly concentrated on the fuel cell 
materials and especially on the supported nanoparticles either 
for PEM fuel cell or liquid feed fuel cells. We use both 
synthesized and commercial support materials. We also 
concentrated on the improvement of fuel cell performances 
by changing the properties of the materials. 
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Abstract—High power impulse magnetron sputtering 

(HiPIMS) with its unique properties is becoming a main 

technique for deposing or coating of the thin films. HiPIMS 

technique use high power and low duty cycle unipolar pulses 

to the magnetron target by low repetition frequency or up to 

a few hundred kHz, which a high ionization part of the 

sputtered atoms is produced by high discharge power. To 

deposit of the metal oxide thin films, metal targets are 

sputtered in addition of oxygen to argon within the growth 

chamber. That is called as Reactive-HiPIMS technique. The 

experimental results show that transparent metal oxides 

(TiO2) films grown by R-HiPIMS are denser and have flatter 

surface and high degree of crystallinity than the other sputter 

methods. Due to oxygen deficiency, the resistance of TiO2 has 

dependence to concentration of oxygen which affects the 

conductivity of TiO2. If an ion or an atom has a mobility under 

the current flow, conductivity of host material continuously 

changes during the current flow. This behavior is called as 

memristive property. Experimental realization of memristive 

property requires to fabricate metal/metal-oxide/metal 

structures. Where metal-oxide thickness is limited to a few nm 

range for observable memristive behavior. Unfortunately, the 

poisoning problem for DC or RF based sputter is one of the 

limiting problem. In this study comparison of the target 

poisoning for RF and HiPIMS is given. Memristive property 

of TiO2 thin film grown by R-HiPIMS is characterized using, 

optical and electrical measurements.  
Keywords—HiPIMS,R-HiPIMS,TiO2,Memristor  

I. INTRODUCTION 

Thin film growth dates by sputter process back to the 
mid-nineteenth century. Although magnetron based 
sputtering for effective sputter, was available for 
researchers in the 1970s. The primary ions for sputtering in 
the plasma is enabled by low pressure when the plasma 
electrons are effectively used. In the other words, the 
necessary electrons in the plasma to be achieved easily by 
magnetron at low pressure, thus a sputtering device with 
effective electron trapping and enhance glow discharge are 
considered. One of the primary advantage of magnetron is 
to use it for the metal oxide thin film coating just by 
introducing reactive gas into the plasma chamber. 
Although efficiency of the magnetron sputter is considered 
to be high for some of the metal oxide growth rates are 
effectively goes down. Alternatively, DC pulse and high 

power impulse magnetron sputter (HiPIMS) techniques are 
developed for sputter coating. However, the physical 
mechanism of sputter processes suggesting that the thin 
film growth rate reduction expected when the mode of 
operation is switched from DC to HiPIMS [1]. But in this 
comparison, the time averaged power used for HiPIMS was 
used for normalization. On the other hand, higher rates are 
possible under special circumstances [2], such as very high 
target temperature [3] and its great importance is the high 
film quality even better than the usual DC and RF sputter. 
The presence of reactive gas in a region of high energy and 
freshly exposed metal surfaces, which is the sputtering of 
the magnetron, leads to the rapid reaction. If the surface 
reacts faster than its sputters, a surface compound film is 
formed, in that case the sputtering has much lower rate than 
the metal, and the target poisoning occurs. Transition 
between metal sputtering and poisoning has dependence to 
the power applied to magnetron and partial pressure of the 
reactive gas. 

Hysteresis being seen between the sputtering 
parameters and the flow rate of reactive gas. There is a 
region of reactive gas flow where the sputtering process is 
unstable. Selected parameters define the rapid deposition 
of a partially reacted metal or the slow down deposition 
from a poisoned target of a fully reacted film. This problem 
can be solved by controlling the partial pressure of the 
reactive gas, following the light emitted by the sputtering 
metal or other gases in the discharge, or adjusting the 
voltage/power/current applied to the sputtering cathode. 
These techniques need a fast feedback for controlling the 
film growth rate. Competition between the target erosion 
and compound layer formation which causing the target 
poisoning within pulse durations in a reactive HiPIMS can 
be controlled simply by altering duty cycle without 
changing the reactive gas mixture [4]. High power pulses 
generate high-density plasma in which 40%–80% of the 
sputtered target material is ionized. In addition, the 
substrate bias can be used for controlling the kinetic energy 
of the depositing ion flux which provide control over 
microstructure of the films. TiO2 is one of the metal oxide 
widely used for memristor fabrication. Due to the nature of 
memristor [5], thickness of the metal oxide must be at the 
level of a few ten nano-meter scale [6]. Even a few nano-
meter thick of oxide growth may take several hours [7] This research is supported by TUBITAK (Scientific and Technical 

Research Council of Turkey) project number 117F405 
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because of poisoning problem when we used DC or RF 
sputter. Low frequency HiPIMS used to TiO2 thin film 
growth in this study due to the high growth rate capability, 
the stability and crystallization as mentioned above. 

II. EXPERIMENTAL SETUP AND MEASUREMENTS 

Memristor structures processed on a silicon wafer. 
Initially organic and inorganic cleaning process called as 
RCA1 and RCA2 applied to silicon wafers. Then a thermal 
SiO2 grown silicon at 1000oC for 10 min. Al deposition and 
annealing process carried out at 580oC for 2min for getting 
back ohmic contact. A lithography used for opening 
window through oxide layer. Lift-Off used for TiO2 growth 
and for top metallization. Device size was 100x100um2. 
Output of homemade pulsed DC source was set to 580V, 
with pulse duration 20msec and repetition rate 20Hz. Ar and 
O2 flow rates were set to 30sccm and 0.4sccm respectively. 
During the process, base pressure was 5.1x10-3Torr. During 
the film growth, plasma emission was recorded using fiber 
optic coupled Ocean HR4000 spectrometer. Same 
spectrometer also used for absorption measurements. Time 
depended (I-V-t) measurements were carried out computer 
controlled Keithley 2400 and 6514 at room temperature.    

III.  RESULTS AND DISCUSSION 

E. Hysteresis for reactive RF and HiPIMS  

In general, oxide growth rate is limited process under the 
certain conditions when reactive DC or RF sputter 
techniques used. In this study a comparison between the 
reactive RF and HiPIMS sputters were given for TiO2 thin 
film growth. In-situ thin film thickness measured by 
calibrated thickness monitor. Emission spectrum of Ti and 
Ar in the plasma are given in Fig. 1.     

TiO2 growth is effectively controlled by oxygen flow 
rate. This growth is slow down due to the target poisoning 
as oxygen flow rate increased with respect to constant Ar 
flow rate. As the oxygen rate increased Ti emission in the 
plasma steadily decreased and reached to steady state value 
above 0.45sccm oxygen flow, Fig. 2. When oxygen flow 
decreased as shown in Fig. 2, Ti emission sharply increased 
to the initial value at around of 0.37sccm oxygen flow. This 
observation shows that Ti sputtering from the target is 
affected by oxygen amount in the chamber. This slow down 
is due to early poising of Ti target. Same experiment is 
carried out using HiPIMS power source and the total Ti  

 
Fig. 1. The Optical spectrum of plasma while Ti powered HiPIMS power 
supply. 

 
Fig. 2. Ti plasma emission dependence to O2 flow rate for reactive RF 
sputter. 

 

Fig. 3. Ti plasma emission dependence to O2 flow rate for reactive 
HiPIMS sputter. 

emission intensity in the plasma is given in the Fig. 3. 
During the oxygen flow rate up, the total emission steadily 
goes down up to 0.6sccm oxygen flow. This transition is 
quite smooth when compared with RF excitation. By 
decreasing of the oxygen flow rate in Fig. 3 Ti emission 
steadily increased below 0.5sccm. In Fig. 2 and 3 a 
hysteresis is appearing. RF sputter hysteresis appear 
between 0.37-0.45sccm with the sharp change. On the 
other hand, hysteresis is appearing above 0.45sccm with 
smooth change.   

Oxygen flow dependence of the plasma emission 
intensity of Ar is given in Fig. 4. As RF bias applied, the 
plasma intensity goose down above 0.4sccm oxygen flow. 
Same measurement for HiPIMS case shows that the plasma 
emission intensity remains constant up to 0.6sccm oxygen 
flow. In each case there is no apparent hysteresis, as seen 
in Fig. 4. 
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Fig. 4. Ar plasma emission dependence to the oxygen flow rate for 

each of the RF and HiPIMS excitation sources.  

F. I-V-t measurement and Memristiv property   

Time depended current–voltage measurements (I-V-t) 
were carried out on the fabricated devices. As seen in Fig. 5 
hysteresis is appearing. While the positive voltage sweeps 
up, the current steadily increases and levelling at 
complimentary current limited by 2400. In the same 
measurement and under the negative voltage sweep the 
current decreases, Fig. 6. Pinched loop appearence is one of 
the evidence for memristor character and the resistance 
increase under the negative bias also supports  memrsitor 
formation.  

 
Fig. 5. Hysteresis of the single loop I-V-t behavior of TiO2 based 
memristor  

Fig. 6. Repeated I-V-t character of the memristor under the full negative 
bias. As loop repeated, the resistance of the device is increasing  

IV. CONCLUSION 
In the present study the advantage of the reactive 

HiPIMS technique over RF sputter is shown 
experimentally. Industrial applications require high 
deposition rates in terms of cost. The average power applied 
to magnetron do not exceed its capacity because of the heat 
dissipation limits. With this limitation power level can be 
increase up to kW/cm2 range for a short time period with 
low repetition rate which allow enough time for the heat 
dissipation. In Fig. 3 Ti emission reduction is getting 
smaller above 0.45sccm oxygen flow. A reduction of 
ionized Ti in the plasma is indicating that the sputter yield 
of Ti at target is reduced as compound is formed. The 
emission intensity reduction in RF sputter is faster than 
HiPIMS sputter while increasing oxygen flow, which that 
shows why HiPIMS has advantage at high oxygen flow 
which growth rate is considerably higher than RF plasma 
coating. Finally, the optical emission spectroscopy as a 
useful tool for checking the plasma conditions is realized.   
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Abstract-Epoxides and aziridines are valuable 

intermediates which can be converted into many useful 

compounds. In addition, these heterocycles are part of 

some natural products. Therefore, much effort has been 

made for the development of chemo and 

diastereoselective synthesis of epoxides and aziridines.  

 

 
 

In the first part of talk, manganese catalyzed 

epoxidation of chiral allylic alcohols will be discussed 

from mechanistic viewpoints.1–4 In the second part of talk, 

I will discuss stereochemical insights on the aziridination 

of chiral allylic alcohols by in situ generated aziridination 

reagent.  

 

Keywords: epoxidation, allylic alcohol, epoxy alcohol, 

aziridination, aziridine.  
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Abstract-This paper explains and demonstrates the capabilities 

of Metal Additive Manufacturing (MAM) technology in 

producing intricate stent structure with a customize design by 

using ASTM F75 Cobalt Chromium (CoCrMo) powder. The 

design, process parameter, powder characterization, part 

density and microstructure are being investigate and thus 

exploring the potential area of MAM process for future proof 

stent manufacturing.  By alternatively switching to MAM, the 

step of production can be minimized and thus customization of 

stent can be carried out according to the patient need. The 

suggested stent model was taken from the third-party vendor 

and fabrication process was carried out using EOSINT M280 

metal printer with the aid of Materialise Magics 19.0 software 

for support generation. 

Keywords-Metal Additive Manufacturing, Cobalt Chromium, 

Stent, Selective Laser Melting, microCLIP. 
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Lasers are widely used in Industry to perform many types 

of transformations on most types of materials, although the 
most commonly known uses of lasers include metal cutting, 
welding and surface processing. A wide variety of 
phenomena may be induced with different types of lasers 
available at the industrial level, however, which surpass the 
expectations generated by the success of cutting and welding 
advances [1]. The unique properties of Lasers allow choosing 
emission parameters such as intensity, pulsed or cw 
operation, pulse length and wavelength. The use of lasers 
fitted with beam and line scanning optical systems [2] 
provides ideal conditions to induce a plethora of 
transformations inaccessible to conventional methods, where 
induced processes are essentially based on intense thermal 
transfer or on vacuum and chemical deposition methods, 
particularly on surfaces [3, 4]. Amongst recently developed 
processes in our laboratory, it is worth emphasizing those 
based on an intense photothermal interaction, on the one hand 
[5-7], and those based on mixed type photothermal, 
photophysical and, sometimes photochemical interactions, on 
the other. Examples will be given of decontamination, 
melting and ablation processes, applied to  controled surface 
finish in metals. In addition, decoration processes via surface 
melting within a furnace will be described for ceramics and 
glass products. 
 

 
 

 

 
Figure 1. Examples of products obtained by laser surface 
treatment of an alloy (left), and Laser Furnace decorated 
ceramic (centre) and glass (right). 
 
Work financed by MAT2016-79866-R (MINECO) FEDER,  
PHOBIC2ICE (EU GA 690819) and SPRINT (EU H2020-
FET-OPEN/0426). 
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Being an active player in the new world order shaped by 
globalization is only possible with the development of 
original products and technologies. One of the most 
fundamental areas that feed technological developments in 
the way of increasing the international competitiveness of our 
country is the aviation and aerospace industry. Air and space 
industry; It is a field that uses state-of-the-art technologies, 
always needs new approaches, and develops a dynamic 
research and development with different disciplines. The 
most important problem encountered in the design of air and 
space vehicles; cryogenic-high temperature in service 
conditions, chemical-mechanical-tribological formation 
because of the structural elements can not be obtained from 
the performance. Many countries around the world set up 
their own aerospace agencies and invest in large R&D in this 
field. 

Today, the ideal functional coatings combine the hardness 
of diamond, the toughness of high speed steel, the chemical 
inertness of alumina and excellent adhesion to the substrate 
with the lowest coefficient of friction (CoF) and the highest 
wear resistance. A main problem with hard/ultra hard 
coatings has the high residual stress that develops during the 
deposition. With technological developments, there is great 
interest in ceramic-composite based coating for many 
applications. Deposition of functionally gradient composite 
coatings is deposited on different engineering materials by a 
variety of deposition techniques till now. The ability to use 
machine elements under dynamic effects is only possible by 
the development of mechanical and chemical wear-resistant 

functional composite coatings with deposition single and 
multi-layer nano structures using different surface treatments. 

In industrial and technological applications, PVD-
magnetron sputtering systems are used from day today. In 
these magnetron systems, one of the new magnetron system 
by Teer can offer all the requirements necessary for a modern 
production for functional coating system. This system is 
based on a Closed-Field Unbalanced Magnetron System 
(CFUBMS) and was used to coat many kind of ceramic-
composite based metallurgical coatings for many industrial-
technological-strategic applications. Putting out the 
advantages of functional properties (dense plasma, high-
velocity ions, no target poisining); dense microstructure and 
will preferably be able to control growth. In Surface 
Technology R&D Laboratory that the technique used in the 
CFUBMS PLASMAG-550 System; two weak, two strong 
magnets course was intensive-control can be configured with 
the formation of a plasma can be achieved.  

Composite structured soft, hard, ultra hard films were 
deposited onto different tool steels by co-sputtering from 
MoS2, C, Ti, Nb, Ta, CrY, B4C and TiB2 targets using 
closed-field unbalanced magnetron sputtering process 
(CFUBMS) using different power sources such as dc-bias, 
pulsed-dc and HiPIMS. It is observed very clearly, all 
different types of the powers applied to the targets or 
substrates have been obtained different microstructure 
orientation, hence the coatings consisting of composite-
multilayers to meet the requirements in demanding 
applications can be a possible solution. 
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Abstract-Physical systems are translated into mathematical 

model via higher order differential equations.  It is usually 

recommended to reduce the order of this model while keeping 

the dominant behavior of the original system.  This will help to 

better understanding of the physical system, reduce 

computational complexity, reduce hardware complexity and 

simplify the controller design. 

Different techniques for order reduction of linear Time 

Invariant (LTI) systems in time domain as well as in frequency 

domain are available in the literature. For model order 

reduction, there are different scenarios that can be performed. 

One scenario obtains reduced models that are completely new 

and not related to the original models in terms of their critical 

frequencies of either single-input-single-output (SISO) or multi-

input-multi-output (MIMO) systems. On the other hand, 

another scenario obtains reduced models that preserve the 

original system important properties, such as dominant 

frequencies of either SISO or MIMO systems. It is to be noted 

that the later scenario is more preferable, if possible, due to its 

meaningful physical interpretation in obtaining similar models 

and due to minimum changes in the original systems  

In this work, a model order reduction (MOR) technique for 

a linear multivariable system is proposed using the combined 

advantage of retaining the dominant poles and the error 

minimization using the particle swarm optimization. The state 

space matrices of the reduced order system are chosen such that 

the dominant eigenvalues of the full order system are 

unchanged.  The other system parameters are chosen using the 

Particle Swarm Optimization (PSO) with objective function to 

minimize the mean squared errors between the outputs of the 

full order system and the outputs of the reduced order model 

when the inputs are unit step.  The proposed algorithm has been 

applied successfully , a 10th order MIMO linear model for a 

practical power system was reduced to a 4th order and an 8th 

order SISO system was reduced to a 2nd order. 
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Abstract-Recently, 2D layered semiconductors have been 

rapidly emerging as a new class of functional materials for 
various applications such as nanoelectronics, transistors, solar 
cells, photodetectors and energy storage [1]. Transition-metal 
dichalcogenides (TMDC) of TX2 type (T = Mo, W, Nb, etc., X = 
S, Se, etc.) are the member of these classes [2]. The bonding 
between the sheets is relatively weak due to the weak wan der 
waal. Best known 2D semiconductors materials are MoS2, WS2, 
MoSe2, WSe2. These materials show very important properties 
such as indirect-to-direct band-gap transition from monolayer 
to bulk regime, coupled spin and valley physics, and band 
structure tunability with strain. Furthermore, the combination 
of WS2 thin layers with other 2D materials has given rise to a 
large category of 2D hetero-structures.  

In the present study, WS2 was grown by RF magnetron 
sputter method by changing the growth parameters such as 
growth pressure, RF power and growth time to find out free 
from defects, stoichiometric, single crystal WS2. Grown thin 
films were followed through the X-ray Diffraction, X-ray 
Photoelectron Spectroscopy, Raman Spectroscopy, Scanning 
Electron Microscopy and Atomic Force Microscopy 
measurements. In the talk, the route to obtain a stoichiometric, 
high quality 2D WS2 will be given by the RF Sputtering method. 

I. INTRODUCTION 

The Unique optical and electrical properties of 2D 
materials permit many important device applications. One of 
the most well-known 2D material, graphene attracts attention 
for semiconductor device applications due to its strong 
interaction with photons in a broad wavelength range and its 
high carrier mobility [1-3]. However, field effect transistors 
produced from graphene cannot be effectively switched off 
and have low on/off switch ratios due to lack of bandgap [4]. 
This brings up the importance of other 2D materials at least 
for the transistors applications. These 2D semiconductors are 
Transition Metal Dicalcogenides (TMDCs) given by the 
MX2, M;transition metal (Mo, W, i.e) and X; chalcogenide 
(S, Se, i.e) [4]. Best known 2D semiconductors materials are 
MoS2, WS2, MoSe2, WSe2. These materials show very 
important properties such as indirect-to-direct band-gap 
transition from monolayer to bulk regime, coupled spin and 
valley physics, and band structure tunability with strain. 
Furthermore, the combination of WS2 thin layers with other 
2D materials has given rise to a large category of 2D hetero-
structures. Changing its properties mainly from a single layer 
to thick layers makes these materials very suitable for in-situ 
structural analysis.  

In this study, thin films of WS2 were grown by radio 
frequency magnetron sputtering (RFMS) down to a few layer 
to 700 nm on different type of substrates in different growth 
conditions. Effects of growth conditions, such as RF power, 
temperature of the substrate, thickness, different type of 
substrates, on the grown thin films were investigated by X-
ray diffraction (XRD), X-ray Photoelectron Spectroscopy 
(XPS), Raman Spectroscopy (RS), Atomic Force Microscopy 
(AFM), Photoluminescence (PL), and optical absorption 
measurements.  

II. EXPERIMENTAL 

WS2 thin films were deposited by RFMS, using % 99.99 
WS2 target. Substrates were chemically cleaned prior to the 
insertion in the vacuum chamber. In all growth, Si, c-plane 
sapphire, quartz and glass substrate was included into the 
chamber to follow up the effect on the different substrates. 
Base pressure of 2x10-7 Torr was reached in the sputtering 
chamber before the growth process by the help of liquid 
nitrogen cold finger. The substrate temperature was kept 
constant at 350 0C during deposition. First set of the samples 
were grown under different Ar growth pressures of 5, 10, 15, 
20, 25 mTorr. The thicknesses of the samples were 10-100 
nm confirmed by the stylus profilometer KLA tencor P7 that 
has sub Å resolution. Second set of samples was grown time 
dependent, which are 5s, 10s, 15s, 20s, 25s, under 20mTorr 
pressure at 350 0C substrate temperature in order to show the 
thickness dependence of the characteristics of the samples.   

Structure of the thin films was studied by grazing incident 
angle XRD with Empyrean, PANalytical with Cu K 
radiation. The measurement angle was kept constant at 0.5 
degree. Raman spectroscopy measurements were performed 
by Witec confocal micro-Raman Alfa 300R system. In order 
to show the large area uniformity, Raman surface mapping 
also performed. Further evidence for composition of the 
grown thin films was obtained by the Specs Flex-Mod high-
performance XPS system. X-rays monochromatized through 
single quartz crystal with an Al anode K-α with an energy of 
1486.6 eV was used. The measurements were performed with 
pass energy of 50 eV and 20 eV for survey spectra and high-
resolution elemental spectra, respectively. The 
photoelectrons were collected by the 150 mm radius 
hemispherical analyzer, which is attached to 2D CCD 
detector. 

III. RESULTS AND DISCUSSION 

A comparison of the XRD profiles of WS2 thin films with 
the thickness is shown in Fig. 1. In the figure, all the peaks 
observed belongs to the WS2 thin films and no other phases 
has been observed. Poly crystalline structure of the thin films 
are confirmed.  It is observed that thinner WS2 samples (25-
50-100nm) don’t show (002) plane peaks. On the contrary, 
290nm and 700nm thickness have shown peaks coming from 
(002) plane. This proves that basal planes for thinner samples 
of sputtered WS2 exists primarily with c-axis oriented parallel 
to the substrate surface [7].  
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Figure 1. XRD-patterns in different thickness of WS2 films on p-Si(100) 
substrate. 

Raman Spectroscopy was used to characterize the 
samples’ structural quality and vibrational properties. Since it 
is non-devastating technique and it is widely used to 
characterize the structural and electronic properties of 
monolayer materials such as graphene, WS2 and MoS2 [4-7]. 
To reason out this observation we fitted the Raman peaks 
using a Voigh function and positions and modes depending 
on the type of the substrate. The clear observation of the 
raman modes indicates good quality of the material. The 
Raman spectra for the various substrate (p-Si(100), n-Si(111) 
and fused silica) in 310nm WS2 thin films are shown in Fig. 
2. It is confirmed that the WS2 exhibit first order modes at 
wavenumber  of  348  cm-1 and 418 cm-1 separated by about 
64 cm-1, corresponding to the modes from in plane and out-
of plane vibrations, respectively. 

 
Figure 2. Room-temperature Raman spectra of some WS2 thin films. 

To identify the chemical composition of WS2 thin films 
grown by RFMS, XPS was used to track the binding energies 
of the W, S, C and O. As shown Fig. 3, as a representative of 
WS2 thin films, only C, O, W and S XPS survey analysis of 
the films observed in XPS survey spectrum of WS2. The 
binding energy profile for W4f7/2 and W4f5/2 is represented by 
the peaks at 31.5eV and 33.8eV [8-10].  Depth profile of the 
peaks of WS2 thin films were investigated as shown in the 
figure 4. 

 
Figure 3. A representation of XPS survey spectrum of WS2 thin film after 
100s etched which shows only W, S, O and C elements are present in the 
samples. 

 

 

Figure 4. Depth profile XPS analysis of WS2 thin film;  depth profile of  W4f7/2-5/2 and binding energy shifts with the  depth (inset) which shows the clear 
preferential sputtering. b) Sulfur 2p peaks and the devconvolution. 
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Depth resolved XPS measurements were used to 
understand the elemental profile of W and S. Ar gun was used 
to achive etching process. XPS data was acquired 120s of 
sputter between every measurement. The characteristic W4f 
and S2p XPS spectrum of WS2 thin film is shown in figure 4. 
The binding energy profile for W4f7/2 and W4f5/2 is 
represented by two peak at 31.5eV and 33.8eV, respectively, 
corresponding to W in WS2, after the film is etched for the 
first 120s. the W 4f spectrum has consisted of 4 peaks for the 
last three XPS measuments (see fig. 4). The appeared peaks 
show a shift to higher binding energy values i.e. 35.7eV and 
37.6 which might be corresponding to tungsten in WO3 
(W6+) While W4f7/2 peak intensity of WS2 decreases with the 
depth profile, possible observed peaks belong to the WO3 
starts to increase, as shown in Fig. 4. a. As shown in figure 
4.d, the S2p spectrum is deconvoluted to a dublet consisting 
of S2p3/2 and S2p1/2 peaks centered at binding energy values 
of 161.88eV and 163.18eV which correspond to S2- in WS2. 
In order to find the peak energy position of the W 4f 
belonging to WS2, Lorentz function were used to fit observed 
data (see fig.4.c). Binding energy shifts has observed in 4f 
features as shown in the inset of figure 4c. 

IV. CONCLUSIONS 

The deposition of WS2 thin films by reactive magnetron 
sputtering in Ar atmosphere from a WS2 target has been 
studied. The diffraction analysis reveals that WS2 thin films 

grown under the conditions of high RF power and thick show 
strong (002). It is also observed strain effects due to shift 
observed in the peak positions. From the Raman peaks, the 
sharp peaks of the vibration modes show that quality of the 
grown thin films. It is confirmed that the WS2 nanosheets 
exhibit first order modes at approximately 352 cm-1 and 418 
cm-1, corresponding to the E2g1 and A1g modes from in plane 
and out-of plane vibrations, respectively. From the XPS 
analysis, depth profile of WS2 thin films indicated the shift in 
binding energies with depth. Stable films were obtained at 
higher RF powers.  
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Abstract— Electroluminescent Light Emitting Diode 

(LED) applications has been performed on p-n junctions 

constructed by ZnO thin films grown by electrochemical 

deposition on commercially available bulk Si substrates. 

Electroluminescence measurements of obtained homo-

junctions exhibited three main broad electroluminescence 

bands, giving rise to white light emission consolidated by 

Fabry-Perot oscillations between the interface layers. As the 

solar applications, we present high quality perovskite thin 

films prepared by spin coating at various deposition 

temperatures. The perovskite solar cells prepared by a unique 

approach with hot deposition have resulted in better values 

for all the performance parameters culminating high 

efficiencies at around 15% and overcoming serious problems 

of the field such as stability and hysteresis. Finally, various 

oxides were fabricated on glass substrates by RF Magnetron 

Sputtering technique. To investigate the optical responses of 

these semiconductors to oxygen and hydrogen gases, an 

optical gas sensor test system was set up and programmed 

during the studies, using charged coupled device (CCD) signal 

processing. A nano-layer metal sensitizing have also been 

observed in the range of 450 nm-850 nm wave lengths, 

covering the VIS-IR range. 

Keywords—LED, Solar-Cell, Perovskite Materials, Micro 

and Nano-Structures, Gas sensor 

I. INTRODUCTION 
Among wide-band-gap II–VI compound semiconductor 

oxides, ZnO is one of the most promising material used in 
potential optoelectronics applications: as light-emitting 
diodes (LEDs), gas sensors, transparent conductive oxide 
layer in solar cells [1-3]. The reasons for these wide area of 
applicability of ZnO are its direct wide bandgap (3.37 eV) 
and large exciton binding energy of around 60 meV at room 
temperature which is nearly 3 times greater than the room 
temperature thermal energy of 25 meV.  

On the other hand, organometallic perovskite light 
harvesters have been recently invoked as a promising 
photovoltaic material due to their unique properties such as 
direct band gap (1.55 eV) [4], large absorption coefficient 
(105 cm-1 ) [5], low exciton binding energy (25 meV) [6], 
high carrier mobility (12 cm2/V.s) [7], and long carrier 
diffusion length (from 100 nm to 1 micron) [8]. With these 
optoelectronic properties, these semi-organic perovskite 
materials (AMX3), having a component A being an organic 

cation (CH3NH3) or CH(NH2)2 surrounded by a metal halide 
MX3 (M:Pb or Sn, X:I, Br, or Cl) in an octahedral structure, 
are extraordinarily promising as optoelectronic materials 
because of their controllable bandgap ranging from 1.5 to 
3.2 eV [9,10].  

In this paper, we present three of the successful 
applications of oxide and perovskite materials on 
respectively LEDs, Solar Cells and Gas Sensors. 

II. EXPERIMENTAL 
In order to produce electroluminescent p-n junctions, 

the p-type ZnO films were deposited on the commercial p-
Si:B substrates grown by PLD, having thicknesses of 500–
550 microns and resistivity of around 103 ohm-cm. Before 
electrodeposition of p-ZnO, a chemical cleaning process 
was applied onto the pSi:B substrates in order to remove the 
unintentionally formed oxide layer. In this work, we used 
NaN3, MgCl2, SbCl3, and TiO2 as p-type dopants’ sources. 
N-type ZnO was grown on p-type without any doping. 
Electrochemical depositions were performed in a 
conventional three-electrode cell. 

For the solar device applications, the ITO substrates 
were cleaned subsequently in an ultrasonic bath of acetone 
and isopropyl alcohol (IPA) for 15 min and then dried out 
under nitrogen gas flow. After substrate cleaning, the 
PEDOT:PSS as a hole transport layer (HTL) was coated 
onto the cleaned ITO substrates at 4000 rpm for 60 s, and 
all the PEDOT:PSS covered substrates were annealed at 
120 OC for 25 min in ambient air. In this coating process, 
spin coating was used. Following the annealing process, all 
the substrates were transferred to a glove box with 
controlled Ar atmosphere. All the preparation of perovskite 
and PCBM precursor solutions, cell fabrication, and 
measurement of cell performance were performed in the 
glove box.  

Finally all the oxides for gas sensing applications are 
grown on glass substrates by the RF magnetron sputtering 
technique. An homemade system for these gas sensor 
applications is described elsewhere [11]. 
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III. RESULTS AND CONCLUSIONS 
As can be seen in Fig.1, ZnO p-n homo-junctions on Si 

substrates exhibited appropriate I-V characteristics, 
resulting in an electroluminescent device as shown in 
Figs.2(a) and (b). The luminescence can be seen with the 
naked eye having high color temperature that can be a good 
indication of obtaining LED devices. On the top of the 
electroluminescence spectra, we observe noisy oscillations, 
most probably coming from the oscillations due to the 
mirror like surfaces of the p-n interfaces called the Febri-
Perot oscillations [12]. 

 
Figure 1. ZnO p-n homo-junctions on Si substrates, exhibiting appropriate 
I-V characterisitcs 

 

 

Figure 2. Electroluminescence spectra of ZnO p-n homo-junctions on Si 
substrates. 

 

In Figure 3 (a) and (b), it has been shown an application 
of solar cell on perovskite materials. With the important 
process modifications and device design, we have 
overcome the two important problem of stability and 
hysteresis [13].  

 
Figure 3. (a) Solar cell characteristic of a typical device with a perovskite 
active layer, (b) Diagram showing the power conversion efficiencies of all 
grown samples with dual hot spin coating process.  

Finally, we present the hydrogen gas sensing properties 
of oxide materials with their absorbance verifications. As 
seen in Figure 4 and Figure 5 absorbance change give rather 
extraordinary behavior, exhibiting an increase in n-type and 
a decrease in p-type material. This has been explained in 
terms of the differences of surface energy in the n and p-
type oxide materials [14]. 
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Figure 4. Absorbance change decrease in p-type material under H2 gas 
ambient. 

 
Figure 5. Absorbance change increase in n-type material under H2 gas 
ambient. 
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Prostate cancer (PCa) is one of the most common types 
of cancer in men. In several recent studies, chromosomal 
deletions in the q arm of 2. chromosome, where ING5 gene 
resides within, have been identified in various cancer types 
including PCa.  In this study, we aimed at investigation of 
the function of ING5 as a tumor suppressor in PCa. 

We examined the expression level of ING5 in tissue 
samples and cell lines using quantitative real-time PCR 
(qRT-PCR) and Western blot analysis. We tested the in 

vitro tumor suppressor potential of PC3 and LNCaP cells 
stably transfected with ING using cell viability, colony 
formation, migration, invasion, and apoptosis assays. We 

then investigated the effects of ING5 on the Akt and p53 
signaling pathways using Western blot analysis.   

We showed that ING5 is significantly downregulated in 
PCa tumor tissue samples and cell lines compared to the 
corresponding controls. In vitro assays demonstrated that 
ING5 effectively suppress proliferative, clonogenic, 
migratory, and invasive potential and induce apoptosis in 
PCa cells. ING5 might potentially exert its anti-tumor 
potential through inhibiting AKT and inducing p53 
signaling pathways.  

Our findings demonstrated that ING5 possesses tumor 
suppressor roles in vitro, pointing its importance during the 
prostatic carcinogenesis processes. 
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Abstract-In recent years, conductive and piezoresistive 

pastes fabricated via nanomaterials are attracting a lot of 

attention. Polydimethylsiloxane (PDMS) is the most common 

silicone based organic polymer. Mechanical and electrical 

properties of PDMS make it ideal polymeric material for nano 

fluidic, wearable and flexible sensory applications. One of the 

most common issues that are not fully resolved is CNTs tendency 

to aggregate while being mixed in polymeric matrix. Our goal 

for this work is to fabricate a homogenous CNTs/PDMS 

nanocomposite with piezoresistive properties for applications in 

flexible electronics and sensory devices, which later can be 

implemented for the haptic sensory system. In this work, various 

methods to prepare CNTs/PDMS nanocomposite are compared. 

Moreover, the electrical properties of samples and the effect of 

mixing techniques and curing time on aggregation of CNTs are 

studied. Different purification processes and advantages of 

functional CNTs are studied and functional CNTs are utilized to 

fabricate a homogenously dispersed CNTs/PDMS 

nanocomposite. Purification of CNTs increases the crystallinity 

and functionalization enhances the dispersion rate of CNTs in 

PDMS. There is a direct relation between mixing method and 

curing time with aggregation rate of CNTs in PDMS; 

CNTs/PDMS nanocomposite exhibits measurable conductance 

at above 10 wt%. Piezoresistive measurements indicate this 

material could be a suitable replacement for piezoreisitive 

materials used for sensory devices due to their high sensitivity, 

accuracy and flexibility in addition to their adjustable size. 
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Abstract—The many facets of research in the area of solid 

state materials chemistry have been presented and discussed. 

The article focuses on the present status in load bearing 

applications especially in dental and orthopedics since they have 

ability to make a bond with the tissue in physical environment. 

While many of the materials properties such as aesthetic look, 

mechanical strength, biological compatibility, functionality and 

so on have been explored mainly in bioceramics contribute 

towards many properties in the areas of Glass ionomer cements 

(GIC). Possible directions for future research along with 

identifying and highlighting the strengths of the expertise 

available in this country are also mentioned. The GIC are 

produced through acid base reaction between calcium-fluoro-

alumino-silicate (CFAS) bioglass powder and polyacrylic acid 

(PAA). The preparation of CFAS bioglass is composed of Clam 

Shells (CS), Soda Lime Silicate (SLS), CaF2, P2O5, and Al2O3 

with the empirical formula 

[xCS(45−x)SLS15CaF220P2O520Al2O3] where x = 20, 15, 10 and 

5 (wt.%). The waste materials that were used to produce CFAS 

bioglass are CS and SLS. The elemental analysis of the raw 

materials and samples had been determined by using are X-ray 

fluorescence (XRF), Thermogravimetric Analysis (TGA), 

Differential Scanning Calorimetry (DSC), Field Emission 

Scanning Electron Microscopy (FESEM), density and molar 

volume, X-ray diffraction (XRD), Fourier Transform Infrared 

Spectroscopy (FTIR) and Compressive Strength. The XRF 

result for raw SLS glass and CS sample shown that largest 

percentage of element in SLS glass is silica (SiO2) and lime 

(CaO) which is 56% and 37% while CS has 99.5% of CaO after 

calcination. From TGA it shown that percentage of weight loss 

from glass sample is not more than 0.3% while DSC shown glass 

transition temperature, Tg in the range of 520-580 °C and 

crystallization temperature, Tc is about 850-950 °C. The FESEM 

shows that the glass sample in irregular shape with a sharp 

particle edge of glass. Synthesized glasses were then used to 

produce GIC, in which the properties were characterized using 

Fourier transform infrared spectroscopy (FT-IR) and 

compressive test (from 1 to 28 days). The density had shown that 

as the ageing time increase the density of GIC increase. But for 

molar volume, as the ageing time increase the molar volume of 

GIC decrease. From, XRD analysis, GIC sample in glassy 

structure and amorphous phase. Next, FTIR shown a presence 

of various band and stretching vibration due to the water 

molecule elimination process, polymerization of Si OH to 

Si O Si and hardening process of GIC had been proven within 

the samples throughout the ageing time from 7 to 28 days. The 

compressive Strength shows that as the ageing time increase, the 

compressive strength increase due to the hardening process of 

GIC. 

Keywords—Bioceramics, GIC, Crystallization, Polymerization 
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Abstract—Humans feel the features of atmosphere all 

together at one time i.e. combined effect of ambient air 

conditions. This effect is felt as temperature. Effect of 

atmospheric features on humans is called thermal effect. People 

are satisfied or dissatisfied with the conditions of the 

atmosphere. When they are satisfied with them so they are in 

comfort and vice versa. Although the definition of thermal 

comfort is very diverse and changeable depending on the fields, 

it can often be defined as the condition of ambient air where 

80% of the people present there feels no discomfort with it. 

Thermal comfort is effective on human health, workforce 

performance, emergence and dissemination of critical illnesses, 

energy consumption, ecological destruction, water consumption 

etc. Therefore, due to its various aspects this concept is worth 

studying scientifically. Since the beginning of 20th century 

scientists have been interested in under what air conditions 

people are comfortable. To date more than 200 indices and 

models have been developed to calculate, estimate, determine, 

categorise, compare and even distribute thermal comfort values 

and also use this information to design spaces and buildings. 

This study is related to the indices and models used to calculate 

/ estimate human thermal comfort and even design spaces 

considering the bioclimatic information they produce. In the 

scope of the study, brief information is given about the concept 

of human thermal comfort and the simple and complex indices 

(e.g. RayMan) calculating it and some detailed information is 

also given about the computer models (e.g. ENVIMET) used to 

design spaces considering several human thermal comfort 

factors.  

Keywords—human thermal comfort, simple indices, complex 

indices, ENVIMET, Rayman, bioclimatic comfort 

I. INTRODUCTION  
Atmosphere, a gaseous envelope surrounding the earth, is 

accepted to be the first environment to touch human body at 
its birth. Atmosphere provides all the opportunities for 
humans to live on the earth where they are surrounded by its 
effective factors given in Fig. 1 [1]. Therefore, atmosphere 
involves the most effective factors on humans including all 
their activities from clothing to eating.  

Atmospheric features such as temperature, humidity, wind 
and solar radiation have combined effect on human body, i.e. 
human body does not sense any atmospheric elements 
(features) individually. Combined effect of atmospheric 
elements is represented by thermal sensation of human of 
thermal component of atmosphere. Human thermal sensation 
of the atmospheric elements may sometimes be more severe 
than others i.e. the effect of temperature may be negatively or 
positively larger when it is accompanied by higher or lower 
relative humidity or wind speed (causing strong/weak 
cold/heat stress).  

Humans feel the features of atmosphere all together at one 
time i.e. combined effect of ambient air conditions. This effect 
is felt as temperature. Effect of atmospheric features on 
humans is called thermal effect. People are satisfied or 
dissatisfied with the conditions of the atmosphere. When they 
are satisfied with them so they are in comfort and vice versa. 
Although the definition of thermal comfort is very diverse and 
changeable depending on the fields, it can often be defined as 
the condition of ambient air where 80% of the people present 

 
Fig 1. Atmospheric environment and human 
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there feels no discomfort with it. Thermal comfort is effective 
on human health, workforce performance, emergence and 
dissemination of critical illnesses, energy consumption, 
ecological destruction, water consumption etc. Therefore, due 
to its various aspects this concept is worth studying 
scientifically.  

This study is related to the indices and models used to 
calculate / estimate human thermal comfort and even design 
spaces considering the bioclimatic information they produce. 
In the scope of the study, brief information is given about the 
concept of human thermal comfort and the simple and 
complex indices (e.g. RayMan) calculating it and some 
detailed information is also given about the computer models 
(e.g. ENVIMET) used to design spaces considering several 
human thermal comfort factors.  

II. HUMAN SENSATION OF THERMAL COMPONENTS 
The thermal component of the atmospheric environment 

includes air temperature (Ta), air humidity (VP or RH), wind 
velocity (v), mean radiant temperature (Tmrt short- and long-
wave radiation. 

Humans sense the atmospheric features as temperature 
which means sensible temperature which may combine all the 
atmospheric thermal factors mentioned above (ambient 
temperature etc.) and those depending on human body like 
working, sitting or standing, effects of the insulation of 
clothes, body weight etc.  

For the determination of the combined effect of these 
variables on human body, several calculations, models and 
indices have been developed for longer than an age since the 
work of Haldane [2]. There are several approaches to the 
calculation or estimation of thermal effect including 
Psychologic, Thermophysiological and human body energy 
balance [3]. The factors effective on thermal balance of human 
body are given in Fig 2. [4]. 

These conditions can be evaluated by using various 
thermal comfort (or stress) indices based either on simple 
empirical approaches or on more complex and reliable human-
biometeorological approaches. 

Earlier indices combined only a couple of meteorological 
parameters either in the forms of simple equations (such as 
Dıscomfort Index; [5]) or on different thermal comfort charts 
(e.g. [6]). They combined generally air temperature with wind 
velocity in cold climate regions while air temperature with 
humidity in the case of warm climates. With the advancement 
of computer technology several complex calculation and 
formulation models began to be used to determine thermal 
comfort thus using simulation models.  

G. Indices and Models  

One of the most popular indices used to calculate thermal 
conditions of human is the Physiological Equivalent 
Temperature – PET index. This index is in the category of 
complex indices used for the assessment of both hot and cold 
conditions and all year and day round [7,8].  

 

 

 

 

 

Fig. 2. Effective factors on human thermal conditions 

Human – bioclimatological conditions are analysed 
resulting in PET values (˚C) which are generally categorised 
into previously defined “thermal comfort-ranges” (Table 1; 
[9]) in order to demonstrate the spatial and/or temporal 
characteristics of human thermal comfort conditions.  

RANGES OF THERMAL COMFORT 

PET (°C)  Thermal Sensation  Thermal stress 

< 4  Very cold  Extreme cold stress 
4,1 – 8,0  Cold  Strong cold stress 
8,1 – 13,0  Cool  Moderate cold stress 
13,1 – 18,0  Slightly cool Slight cold stress 
18,1 – 23,0  Neutral (comfortable)  No thermal stress 
23,1 – 29,0  Slightly warm  Slight heat stress 
29,1 – 35,0  Warm  Moderate heat stress 
35,1 – 41,0  Hot  Strong heat stress  
> 41,0  Very hot  Extreme heat stress 

The widely-known RayMan software [10, 11, 12] is a 
calculation model of human thermal comfort model which can 
model radiation parameter (i.e. Tmrt) depending on the sky 
view factor from the cloudiness/shadowiness data. The model 
can calculate instant thermal comfort values for three indices 
Predicted Mean Vote (PMV; [13]), PET and Standard 
Effective Temperature (SET; [14]). As can be seen from Fig 
3, the model can be input all effective meteorological 
parameters as well as body features and clothing, activity and 
position.  
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Fig 3. Interface of rayman model  

The model can also use long term climatic data by 
inputting them in a text file in the model as can be seen in Fig. 
4.   

 

 

 

 

 

 

 

 

 

 

 

Fig 4. Longterm data input  

The model can also consider sky – view to calculate solar 
radiation impact as can be seen in Fig. 5.   

 
Fig. 5. SKY – View Factor 

ENVI_MET V4 is a holistic three-dimensional non-
hydrostatic model for the simulation of surface-plant-air 
interactions not only limited to, but very often used to simulate 

urban environments and to asses the effects of green 
architecture visions. It is designed for microscale with a 
typical horizontal resolution from 0.5 to 5 metres and a typical 
time frame of 24 to 48 hours with a time step of 1 to 5 seconds. 
This resolution allows to analyze small-scale interactions 
between individual buildings, surfaces and plants. 

Buildings are not independent systems, because the indoor 
climate and the physics of the building interact continuously 
with the outside microclimate. Moreover, especially in urban 
areas, the buildings interact with each other through the 
modification of wind flows, solar access and temperature 
effects.  

It has four basic elements which are cities and health, wind 
and sun, buildings and climate and trees and vegetation. Cities 
and health ingredient is related to the simulation of air 
pollution and thermal comfort matters. Wind and sun includes 
solar access and wind flow. Buildings and climate is related to 
building physics and climate, trees and vegetation includes 
sustainable landscape architecture matters by giving 
simulation opportunities.     

III. CONCLUSION  
The terms climate, bio-climate and bioclimatic (thermal) 

comfort are among the vital elements in spatial planning and 
design. People have long been challenging to develop several 
indices and models to estimate thermal comfort conditions for 
their numerous social, psychological, economic and health 
benefits to humans. 

These terms and their use in planning and design for every 
type of space are new in especially developing countries 
including Turkey by taking places in only small scale designs 
and modellings. In order to make settlements more livable, 
bioclimatic comfort conditions must be considered in designs 
and constructions in order to be successful in struggling with 
climate change. In the developing process of computer 
technologies new approaches are very useful to model all the 
situations in urban areas.  
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[4] S. Toy, Kántor, N. Evaluation of human thermal comfort ranges in the 
respect of urban climate of winter cities on the example of Erzurum 
city. In: Proceedings of International Winter Cities Symposium, 
2016.  

[5] E.C. Thom. The discomfort index. Weatherwise 1959, 12, 57–60. 
[6] V. Olgay, Design with the climate: Bioclimatic approach to 

architectural regionalism. Princeton University Press. New Jersey 
1963. 

[7] H. Mayer and P. Höppe, Thermal comfort of man in different urban 
environments. Theor. Appl. Climatol. 1987, 38, 43-49. 

[8] P. Höppe, The physiological equivalent temperature-a universal index 
for the biometeorological assessment of the thermal environment. Int. 
J. Biometeorol. 1999, 43:71-75. 

[9] A. Matzarakis, H. Mayer, Another kind of environmental stress: 
thermal stress. WHO Newsletters, 1996, 18: 7-10. 



 

25 

[10] Matzarakis, Rutz, F.; Mayer, H., Estimation and calculation of the 
mean radiant temperature within urban structures. In: Biometeorology 
and Urban Climatology at the Turn of the Millenium (ed. by R.J. de 
Dear, J.D. Kalma, T.R. Oke and A. Auliciems): Selected Papers from 
the Conference ICB-ICUC'99, Sydney, WCASP-50, WMO/TD No. 
1026, 2000 273-278. 

[11] Matzarakis, Rutz, F., Mayer, H., Modelling Radiation fluxes in simple 
and complex environments – Application of the RayMan model. 
International Journal of Biometeorology 2007, 51, 323-334. 

[12] Matzarakis, Rutz, F., Application of RayMan for tourism and climate 
investigations. Annalen der Meteorologie 2005, 41 (2), 631-636. 

[13] P.O. Fanger, Thermal Comfort. Copenhagen, Danish Technical Press, 
1970, 244 pp. 

[14] A.P., Gagge, Fobelets A.P, Berglund L.G., A Standard predictive 
index of human response to the thermal environment. ASHRAE Trans 
1986, 92, 709–31. 

[15] https://www.envi-met.com/intro/ 

 



 

26 

Hepatoprotective Role of  Boric Acid 

Supplementation on Liver Injury Induced by 

Renal Ischemia-Reperfusion 
 

Nihal Simsek Ozek 
Department of Biology, Faculty of 

Science 
Ataturk University 
Erzurum, Turkey 

East Anatolian High Technology 
Research and Application Center 
(DAYTAM), Ataturk University, 

Erzurum, TURKEY 
nihal.ozek@atauni.edu.tr 

Berna Kavakcioglu Yardımcı 
Department of Chemistry, Faculty of 

Science 
Dokuz Eylul University 

Izmir, Turkey 

Department of Biology, Faculty of 
Science 

Ataturk University 
Erzurum, Turkey 

berna.kavakcioglu@deu.edu.tr  

Serkan Yildirim 
Department of Pathology, Faculty of 

Veterinary 
Ataturk University 
Erzurum, Turkey 

syildirim@atauni.edu.tr 

Abstract—Renal Ischemia-Reperfusion (RIR) has been 

known to cause different remote organ dysfunction including 

liver. This injury may be arisen from the alterations in the 

microcirculation and increased hepatic oxidative stress.  To 

prevent these stress-oriented liver injuries, the antioxidant 

agents such as boric acid can be used as a protective purpose. 

Therefore, the current study was conducted to determine 

hepatoprotective role of boric acid on I-R induced liver injuries. 

Rats were divided into 4 different groups, Sham-operated, RIR 

(50 min/3 h), BA (14 mg/kg), and BA + RIR (14 mg/kg, 

50 min/3 h). BA was given to mentioned groups through 

intragastric administration 1 h before RIR procedure. Hepatic 

damages were determined by the examination of H&E-stained 

liver sections.  The oxidative stress was evaluated by 

immunohistochemical staining of   8-hydroxy-2’-

deoxyguanosine (8-OHdG). Moreover, the alterations of 

biomolecular makeup of liver tissues were revealed using 

Fourier Transform Infrared (FTIR) Spectroscopy and 

unsupervised chemometric analysis approaches. 

Histopathological analysis indicated a congestion, hemorrhage, 

mild degeneration of hepatocyte, perivascular cellular 

infiltration and sinusoidal dilatation in the RIR group. 

Moreover, an increased level of 8-OHdG was found in this 

group. However, the decreased the RIR-induced the histological 

injuries and the level of 8-OHdG were acquired with BA 

pretreatment. Spectroscopic results also indicated the 

differences in the macromolecular compositions of the RIR and 

the BA + RIR groups. Chemometric analysis revealed a clear 

discrimination of RIR from other groups. The findings of the 

current study clarified that boric acid has an efficient 

hepatoprotective agent against RIR-induced liver injuries. 

Keywords—renal ıschemia/reperfusion, liver, oxidative stress, 

FTIR spectroscopy, unsupervised chemometric analysis. 

I. INTRODUCTION  
Ischemia-reperfusion (I/R) is characterized by restriction 

of blood supply to the particular organ followed by restoration 
of blood flow and re-oxygenation, which may occur especially 
after infarction, sepsis and organ transplantation [1]. In the 
case of kidney, I/R causes to pathological condition known as 

acute renal injury that is accepted as a clinical syndrome with 
high morbidity and, ultimately high mortality rates [2-3]. 

Although the pathophysiology of RIRinjury is quite 
complicated, it is well known that activation of neutrophils, 
release of reactive oxygen species (ROS) and other various 
inflammatory mediators are involved this phenomenon [4]. 
Moreover, there is a link between RIRinjury and remote liver 
damage that seems to be in part the result of the oxidative burst 
and the inflammatory response according to the clinical trials 
[5, 6]. In other words, renal ischemia can induce hepatic 
oxidative stress, as evidenced by the studies showing the 
alterations in oxidant-antioxidant status of liver tissue [4, 7, 
8].  

Some papers have demonstrated the beneficial effects of 
certain agents and components including phenolic diterpene 
carnosol, organic isothiocyanate sulforaphane, 3-
aminobenzamide, flavone baicalein, plant natural polyphenol 
mangiferin and Pistacia lentiscus oil remote liver injury based 
on oxidative stress induced by I/R [9-14]. Besides these 
limited number of molecules, antioxidative boron and/or its 
compounds could be an alternative for the protection of liver 
from I/R mediated injury. Boron, essential element for plants 
and probably for human and animal healths, have been 
reviewed from the point of view of vitamin D metabolism, 
steroid hormone biosynthesis, calcium homeostasis, healthy 
bone development, and maintenance of cell membranes [15, 
16]. Additionally, the simplest boron compound boric acid 
(BA) has been found as protective against oxidative stress in 
numerous models [17-19]. However, there is no information 
on this boron compound for oxidative stress related hepatic 
injury. Thus, this study aimed to investigate the protective 
effects of BA on the liver from RIRinjury in rat model based 
on histopathological examinations, immunohistochemical 
staining of 8-OHdG and total biomolecular compositions 
using Fourier Transform Infrared (FTIR) Spectroscopy.  
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II. MATERIAL AND METHODS 
A. Animals 

 Sprague-Dawley rats (ATADEM of Atatürk University, 
Erzurum, Turkey) about 250–300 g were used for the study. 
We maintained the animals in air conditional room with 12 h 
light/dark cycle, fed them with regular chows, and allowed 
them free access to tap water. All experimental procedures in 
this study were approved by the Atatürk University Local 
Ethics Committee for Animal Experiments (No. 66, 
22.03.2018). 

B. Boric acid  preparation and experimental design 

BA, supplied from Sigma-Aldrich Chemical Company 
(St. Louis, MO, USA), was dissolved in 100 ml distilled 
water. Then, the solution was diluted at 14 mg/kg 
concentration. The dose of BA was selected according to the 
literature data [20]. The solutions were given to rats as 1 cc by 
gavage 1 h before ischemia onset.  

Twenty animals were randomly separated into four equal 
groups (n=7 per group) in the experiments;  

Group 1 (Control): These animals were sham group (the 
abdominal wall was only opened and closed). 

Groups 2 (Experimental group): These animals were 
exposed to ischemia produced for 50 min and followed by 
reperfusion of 3 h. 

Groups 3: These animals were treated with BA via gavage 
at 14 mg per kg body weight. 

Groups 4: These animals were treated with BA via gavage 
at 14 mg per kg body weight, 1 hours before ischemia. 

I/R injuries were created as described previously [21]. 
Briefly, each rat was anesthetized via intraperitoneal injection 
of a combination of ketamine (75 mg/kg, i.p) and xylazine 
(10 mg/kg, i.p.). An abdominal incision was created, and 
unilateral ischaemia was induced by clamping the left renal 
artery. After 50 min of ischemia, the clamp was removed to 
allow reperfusion. Body temperature was maintained at 36 °C 
using heating pads throughout the experiment. At 3h of 
reperfusion, rats were killed and liver tissues were collected. 
Liver samples were stored at -20 °C for a period before they 
were used in later analysis; liver slices were also processed for 
histopathological studies. 

C. Histopathological examination and assessments 

Liver tissue samples were fixed in 10% formalin solution 
for 72 h, embedded in paraffin, sectioned (5 μm), and placed 
on slides. The samples were stained with hematoxylin and 
eosin (H&E) for identification of architectural changes. The 
high-resolution pictures of samples (200×) were taken under 
bright field using an Olympus BX60 microscope (Olympus, 
Hamburg, Germany).  

D. Immunohistochemical examination of 8-OH-dG level 

 Immunohistochemical staining for 8-OHdG was 
performed by an automated method on the VENTANA 
BenchMark GX System (Ventana Medical Systems) with an 
Ultra View Universal DAB Detection Kit, on 4-µ-thick 
sections from a representative block in each rat. After 
deparaffinization, the antigenic determinant site for 8-OHdG 

was unmasked in citrate buffer with steam for 60 min. The 
primary antibody 8-OHdG (Santa Cruz sc-393871) was used 
at a dilution of 1:300 for 32 min at 37°C. The slides were then 
incubated with the diluted antibody, followed by pplication of 
the Ultraview Universal DAB detection kit (Ventana Medical 
Systems). DAB was used as a chromogen and hematoxylin as 
a counterstain. The specificity of staining was confirmed by 
the inclusion of negative control slides processed in the 
absence of primary antibody on tissue from the same animal. 

E. Fourier Transform Infrared (FTIR) spectroscopy and 

unsupervised chemometric analysis 

1) FTIR spectral data collection and analysis 
 

For FTIR spectroscopy measurements, frozen liver tissues 
were ground and homogenized   in a mortar and pestle under 
liquid nitrogen. The spectra of homogenized liver samples 
were collected using Bruker Vertex 70 FTIR spectrometer in 
attenuated total reflectance (ATR) mode (Ettlingen, Germany) 
at East Anatolian High Technology Research and Application 
Center (DAYTAM) of  Ataturk University.  The powdered 
tissue samples were directly put on the ATR crystal and 
compressed a constant pressure to obtain good surface 
contact. The 7 spectra/group were collected at 4000-400 cm-1 
spectral region, 4 cm-1 resolution and 25 scans. Data collection 
and manipulation were performed using OPUS 5.5 software 
(Bruker Optics, GmbH). 

To obtain differences in the biochemical makeup of studied 
groups, the spectra of sample were firstly baseline corrected 
and normalized using same software. 

2) Principal component analysis (PCA) and 

hierarchical cluster analysis (HCA) 

 To explore whether there is clear discrimination between 
studied groups or not, principal component analysis (PCA) 
and hierarchical cluster analysis (HCA) were performed to 
base-line corrected absorbance spectra of studied groups in the 
whole IR region (4000-400 cm−1) using Unscrambler X 10.3 
(CAMO Software AS., Oslo, Norway) multivariate analysis 
(MVA) software. PCA were demonstrated as score plot while 
HCA was shown ns as dendrogram, which was obtained from 
Ward’s algorithm. 

III. RESULTS 

H. Effect of boric acid on histopathological changes  

 Histopathological examination by H&E staining of tissue 
sections revealed normal histology of liver in control group 
(Figure-1A). The RIRcaused severe Congestion (C), 
heomarrage (black thick arrows), perivascular cell infiltration 
(white arrows), hydropic degeneration (thin arrows) (Figure-
1B) and sinusoidal dilatation (Figure-1C) in liver tissue. On 
the contrary, when boric acid was applied before I/R, the 
reduction in the number of histopathological change was 
observed (Figure-1D). 

İ. Effect of boric acid on 8-OH-dG level 

 The image representing the levels of 8-OHdG in rat liver 
is depicted in Figure-2. RIRmarkedly stimulated the formation 
of 8-OHdG in rat liver cells in comparison with control 
(Figures-2A and -B). Pretreatment with boric acid led to a 
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slightly decrease in the 8-OHdG formation in liver (Figure-
2D).  

 

Figure 1. Representative photographs from the liver showing the effect of 
boric acid on hepatic injury with RIRin rats. A – Control, B – RIR; Congestion 
(C), hemorrhage (H), perivascular cell infiltration (PCI), hydropic 
degeneration (HD) C –RIR;  sinusoidal dilatation SD) D – RIR+ Boric acid; 
mild hemorrhage (H) Bar: 20 µm. 

 
Figure 2. 8-OHdG immunohistochemical staining in rat liver sections. The 
immunohistochemical localization of 8-OHdG appears as brown staining A – 
Control. B – RIR; the 8-OHdG-positive area C – Boric acid, same to control 
D – RIR+ Boric acid; slightly decreased 8-OHdG-positive area. Bar: 20 µm. 

J. Effect of boric acid on biomolecular composition and 

their spectral discrimination 

1) Qualitative spectral analysis 
 

To identify the differences in the biomolecular 
composition of the studied groups, qualitative spectral 
analysis was performed. Firstly, average spectra/group were 
obtained, then baseline corrected and normalized. This 
analysis was performed in two different spectral regions. The 
first region located at 3025-2800 cm-1, called C-H stretching 
region while the second region located at 1760-900 cm-1

, 
called fingerprint region. The former includes unsaturated 
and saturated lipid associated spectral bands while the second 
includes triglyceride, cholesterol ester, protein and nucleic 
acid related spectral bands [22].Figures 3A and 4B indicated 
the normalized spectra of the studied groups in the C-H 
stretching and fingerprint regions. As can be seen from these 
figures, RIRled to alterations in the signal intensities of the 
various biomolecules such as lipid, protein and nucleic acid 
associated spectral bands, implying the changes in the 
concentrations of liver molecules due to renal ischemia. 

However, the BA pretreatment  prevented the formation of 
these changes. 

 
 

 
 
Figure 3. Average IR spectra of control, RIR, BA and RIR+BA groups 
in the 3028-2800 cm-1  (A)  and 1760-900 cm-1 (B) spectral regions. 

2) Principal component analysis (PCA) and hierarchical 

cluster analysis (HCA) 

Figure 4 demonstrated the PCA score plots of control, 
RIR, BA and RIR+BA groups in 4000-400 cm-1 spectral 
region. As can be clearly depicted from the figure, RIR group 
were discriminated from other groups. The samples in the BA 
and RIR+BA groups were located close to control samples, 
implying the degree of similarity between them. To prove this 
differentiation, HCA was performed. The HCA dendrogram 
was given in Figure 5, indicating that RIR group segregated 
different from the other studied groups with a higher 
heterogeneity values.  

 

 

 
Figure 4. PCA score plots of control, RIR, BA and RIR+BA groups in 4000-
400 cm-1 spectral region. 
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Figure 5. HCA dendrogram of control, RIR, BA and RIR+BA groups 
in the 4000-400 cm-1 spectral region. 

IV. DISCUSSION 
Its well known that damaged tissue during I/R injury 

produces excessive amount of free radicals, which trigger 

oxidative stress. As a consequnce of I/R-induced oxidative 

stress, changes in mitochondrial oxidative phosphorylation, 

ATP depletion, increase in intracellular calcium, activation of 

membrane phospholipids proteases, damages in biological 

macromolecules, and ultimately cell death could be seen. 

Moreover, I/R injury mediated oxidative stress in a particular 

organ seems to influence the function of many remote organs 

and may lead to the multiple organ dysfunction syndrome. 

For instance, RIRis associated with acute kidney injury and it 

is important to note that despite widespread availability of 

renal replacement therapy, the patients faces a mortality risk 

as high as 40–60% due to the distant organ effects of this 

syndrome [8]. In order to fight with these global 

consequences of I/R injury, the researchers have focused to 

benefit from healthful effects of free radical scavengers and 

antioxidants [14, 23-28]. In this study, we firstly aimed to use 

boric acid, a weakly acidic hydrate of boric oxide with mild 

antiseptic, antifungal, and antiviral properties, as an 

antioxidant to protect liver from RIRinjury. According to our 

findings, although there was still mild heomarrage, 14 mg/kg 

boric acid pretreatment 1 h before RIRinjury supressed 

histopathological changes as congestion, perivascular cell 

infiltration, hydropic degeneration and sinusoidal dilatation 

in liver, which was clearly detected in I/R injury. Another 

parameter investigated was the 8-OHdG that is one of the 

main markers of DNA damage as a result of oxidative stress. 

Unsurprisingly, while RIRmarkedly stimulated the formation 

of 8-OHdG in rat liver cells, the slight decreases were 

observed with the pretreatment of boric acid. In addition, 

boric acids pretreatment prevented ischemia–induced 

alterations in liver tissue biomolecules Supportingly, the 

protective effect of boric acid against liver damage induced 

by carbon tetrachloride (CCl4)  was found in mice [29]. In 

addition, boric acid decreased inflammation, oxidative stress 

and apoptosis caused by cisplatin toxicity and increased ER 

stress in kidney [19]. Sogut et al. indicated antioxidant and 

anti-apoptotic effects of boric acid on hepatoxicity in chronic 

alcohol-fed rats [17]. In an another research, the protective 

effect of boric acid against cyclophosphamide-induced 

oxidative stress and renal damage in rats was shown [30]. 

Collectively, this is a preliminary study revealed that 

RIRis capable of triggering oxidative stress and cell damage 

in the rat liver and boric acid exerts protective effect against 

distant liver damage with renal I/R. This benefical effect is 

most probably originated from radical scavenging activity of 

boric acid. On the other hand, further studies should be 

conducted in order to highlight the underlying mechanism of 

boric acid protection and to develop more efficient strategies 

for the remediation of I/R induced tissue damages.       
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Abstract-Ischemia/reperfusion (I/R) related acute kidney 

injury is a critical condition, associated with the development 

of chronic kidney disease. Boron has been reported to play an 

essential role in various organ development and metabolism. 

However, there is not any knowledge whether boron is also 

able to modulate the renal I/R injury. The present study 

aimed to investigate the putative protective effects of boron as 

boric acid (BA) against renal I/R injury. In a renal I/R model, 

rats were subjected to 50 minutes of renal ischemia followed 

by 3 h of reperfusion. The study included 28 Sprague-Dawley 

rats which were categorized into control group; I/R group; 

BA 14 mg/kg + I/R groups, and BA 14 mg/kg therapy group. 

Kidneys were examined histopathologically and their 

homogenates were used in determining the intracellular levels 

of oxidative stress and inflammation markers. The present 

results demonstrated that pretreatment with BA significantly 

reduced the kidney injury and potentiated the recovery of 

renal function in I/R rats. Oxidative stress and inflammation 

markers were revealed to be significantly downregulated by 

the following pretreatment with BA in I/R rats. Our findings 

indicated that BA may ameliorate the renal I/R injury and 

promote tubular cell survival mainly through the modulation 

of antioxidant capacity in rats. In this aspect, BA designated 

as a sustainable alternative to bark for the prevention of 

ischemic kidney tissue damage.  

Keywords-Boric acid; ischemia-reperfusion; kidney; 

inflammation; oxidative stress. 

I. INTRODUCTION 

Acute Ischemia/reperfusion (I/R) injury of the kidney 
lead to local and systemic changes which can hinder renal 
function and be life threatening (Rowart et al. 2015). A 
wealth of clinical evidence has demonstrated that the 
severity of I/R injury positively associated with the 
frequency of acute rejection episodes. Hence, acute kidney 
injury affects millions of patients worldwide with high 
mortality, morbidity and cost. New agents under 
pharmacological development that manipulate I/R injury 
may provide new and exciting possibilities for the 
treatment of acute kidney disease as well as in multiple 
other disease states involving cardiopulmonary 
resuscitation (Mehaffey et al. 2018). 

Boron is thought to be an essential micronutrient for 
humans and animals (Sun et al. 2018). It has multiple 

effects on bone and mineral metabolism (Naghii et al. 
2012), production of vitamin D (Bustamante-Rangel et al. 
2006), hormone (Lauro et al. 2015), enzyme (Ugwu et al. 
2017), energy metabolism (Reipa et al. 2018), and ROS 
formation (Zhou et al. 2017). However, the mechanism of 
the biochemical effects of boron compounds, most notably 
boric acid, is not yet completely known. Based on the good 
antioxidant potential of BA in vitro, it was under interest to 
evaluate the protective effects in vivo. Therefore, its 
clinical applications need further evaluation, the current 
study was intended to contribute further studies in this area. 
Accordingly, rats were subjected to arterial-vein clamping 
to induce renal I/R injury and the effects of BA on 
antioxidant profile, inflammatory markers, and LPO were 
investigated, respectively. Additionally, histological 
changes of kidney tissues were assessed. 

II. MATERIAL AND METHODS 

A. Animals  

Adult Sprague-Dawley rats (n = 28), weighing 250-
300 g, were purchased from Atatürk University 
Experimental Research Center (Erzurum/Turkey). The rats 
were kept under standard laboratory conditions, maintained 
in temperature- and humidity- controlled rooms on a 12-
hour/12-hour light/dark cycle, and had free access to food 
and water. Experiments were performed according to the 
Guide for the Care and Use of Laboratory Animals 
published by the US National Institutes of Health (NIH 
publication No. 85-23, revised 1996). All experimental 
procedures in this study were approved by the Atatürk 
University Local Ethics Committee for Animal 
Experiments (No. 66, 22.03.2018). 

B. BA preparation and experimental design 

Boric acid, supplied from Sigma-Aldrich Chemical 
Company (St. Louis, MO, USA), was dissolved in 100 ml 
distilled water. Then, the solution was diluted at 14 mg/kg 
concentrations. The dose of BA was selected according to 
the literature (Bahadoran et al. 2016) and our preliminary 
studies. The solutions were given to rats as 1 cc by gavage 
1 h before ischemia onset. The rats were randomly divided 
into 4 groups (n = 7 per group): I) Control group (sham-
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operation), II) Ischaemia/Reperfusion group (I/R group), 
III) I/R group protected by previous administrations of BA, 
and IV) BA alone treatment groups (14 mg/kg).  

I/R injuries were created as described previously (Choi 
et al. 2009). Briefly, each rat was anesthetized via 
intraperitoneal injection of a combination of ketamine 
(75 mg/kg, i.p) and xylazine (10 mg/kg, i.p.). An 
abdominal incision was created and unilateral ischaemia 
was induced by clamping the left renal artery. After 50 min 
of ischemia, the clamp was removed to allow reperfusion. 
Body temperature was maintained at 36 °C using heating 
pads throughout the experiment. At 3h of reperfusion, rats 
were killed and kidney tissues were collected. Kidney 
samples were stored at −20 °C for a period before they were 
used in later analysis; kidney slices were also processed for 
histological studies.  

C. Measurement of biochemical parameters 

The kidney samples were homogenized, and the 
supernatants were used to determine the antioxidant 
enzyme profile, oxidative status and cytokine levels. The 
levels of superoxide dismutase (SOD), catalase (CAT), 
glutathione (GSH), lipid peroxidation (LPO), and tumour 
necrosis factor (TNF-α) in the rat renal tissue were 
measured with the Clinical Automatic Biochemistry 
Analyzer 7600 (Hitachi, Japan) employing ELISA kits 
(R&D Systems, Minneapolis, MN) according to the 
manufacturer’s instructions. All experiments were 
performed with triplicate samples and repeated three times. 

D. Histological examinations 

Kidney tissues were fixed in 10% neutral buffered 
formalin overnight, dehydrated, embedded in paraffin and 
sectioned at 4 μm. For histological analysis, sections were 
stained with hematoxylin&eosin (H&E) and Congo red. 

E. Statistical analysis  

All data are expressed as the mean ± SEM and the 
differences in variance were analysed statistically using a 
one-way analysis of variance (ANOVA) test by Graphpad 
prism 5.0 statistics software (GraphPad, La Jolla, CA, 
USA). Tukey’s test was used as a post hoc. p<0.05 was 
considered as statistically significant. The superscripts of a 
and b were used to compare the control and IR groups with 
other studied groups. 

III. RESULTS 

Histopathological examination by H&E staining of 
tissue sections revealed normal histology of kidney in 
control group (Figure 1A). The renal I/R caused severe 
congestion, haemorrhage, hydropic degeneration and 
necrosis of tubules (Figure 1B). In BA + I/R group, 
necrosis in tubules and very few degenerations in tubular 
epithelium with nearly normal histological structures were 
determined (Figure 1C). In the group receiving BA alone, 
normal histological structures were observed (Figure 1D).  

 

 

Fig 1. Rat kidney (H&E). (A): The control group with normal kidney 
histology, (B): The kidney histology in I/R group; Arrow heads: Necrosis, 
Thin arrows: Hydropic degeneration Asterisk: Congestion, Thick arrows: 
Hemorrhage, (C): I/R group protected by previous administrations of BA, 
(D): BA alone treatment group, Bar: 20 µm. Abbreviations used: I/R: 
Ischaemia/Reperfusion, BA: Boric acid. 

Furthermore, Congo red staining was negative for 
amyloid deposition in kidney of control group (Figure 2A), 
whereas positive in I/R group (Figure 2B). On the other 
hand, I/R + BA group had less Congo red staining. 

 

 
Fig 2. Rat kidney (Congo Red). (A): Kidney without amyloid in control 
group, (B): Amyloidosis in I/R group; Arrow head: Congo Red+ (C): I/R 
group protected by previous administrations of BA; Arrow head: Congo 
Red+ (D): BA alone treatment group, Bar: 20 µm. For abbreviations see 
legend Figure 1. 

 
As shown in Figure 3, comparing with the sham-

operated rats, the renal I/R ones showed significantly 
higher levels of the LPO (p<0.0001) but significant lower 
levels of SOD and CAT (respectively, p<0.05 and 
p<0.0001). At the time of examination, there was no 
difference for the releasing of GSH between the two 
groups. The pretreatment of BA resulted in alternated 
releasing of LPO, SOD and CAT levels similar to sham-
operated group. Interestingly, BA caused a decrease in 
GSH (p<0.01). 
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Fig 3. The effects of BA on kidney SOD, CAT, GSH, LPO and TNF-α 
levels after I/R. Data are presented as mean ± SEM (n=7). a denotes 
significant differences between other studied groups and control (a1: 
p<0.05, a2: p<0.01, a3: p<0.001, a4: p<0.0001), b denotes significant 
differences between other studied groups and I/R group (b1: p<0.05, b2: 
p<0.01, b3: p<.0.001, b4: p<0.0001) by Tukey’s multiple range tests. For 
abbreviations see legend Figure 1. 
 

IV. DISCUSSION 

Among many boron compounds, boric acid (also 
known as orthoboric acid with amolecular formula of 
H3BO3) has received particular attention due to its 
technological and medical importance (Adriztina et al. 
2018). In spite of the increasing attention to this compound, 
currently there is not any information about the prevention 
of I/R injury. In this study, a renal I/R injury model in rats 
was used to assess whether BA inhibited the development 
of renal I/R injury. The possible mechanism may be related 
with the ROS that could interact with many biological 
macromolecules, such as lipids, proteins and DNA, causing 
structural changes, functional abnormalities, and nephrotic 
syndromes (Suzuki et al. 2016). Clinically, the 
complications were associated with organ damage, mainly 
focused on liver, kidney, pancreas and heart (van 
Willigenburg et al. 2018). Therefore, antioxidants may 
play an important role for preventing I/R injury and its 
complications by directly interfering with the generation of 
ROS (Xie et al. 2018). In our study, the activities of the 
antioxidant enzymes (SOD and CAT), lipid content (LPO), 
and intracellular levels of GSH were determined to 
investigate the protective effects of BA on kidney damage 
against oxidative stress. In the present research, all the 
results indicated that BA exhibited potentially superior 
protective effects on kidney damage. The biological 
functions, including antioxidant properties of BA, were 
mainly associated with its composition. Based on the 
previous reports, BA contains electron-withdrawing 
groups, indicating that BA may play an essential role in 

maintaining protective effects against tissue damage 
(Pérez-Rodríguez et al. 2017; Ugwu et al. 2017). 
Furthermore, the antioxidant analysis of BA consistent 
with the preliminary test results. According to Preetha et al. 
(2018), increased SOD activity could be considered direct 
evidence of enhanced ROS production. In our experiments, 
the increased SOD activity of kidney supported the 
hypothesis that SOD is tightly controlled in response to I/R 
injury. It also indicated that I/R caused oxidative damage 
to kidney. Similar to our results, boron supplementation 
was shown to induce SOD activity in hepatotoxicity (Ince 
et al. 2011) and enterocolitis (Yazıcı et al. 2014). 
Meanwhile, similar results observed for CAT activity 
indicated that H2O2 was stimulated under different I/R 
conditions (Fahmy et al. 2007). The decrease in the SOD 
activity could lead to an excess amount of superoxide anion 
and hydrogen peroxide (which in turn generated hydroxyl 
radicals) in biological systems, resulting in the initiation 
and propagation of lipid peroxidation. In the free radical 
hypothesis, the reactive radicals could react with 
polyunsaturated fatty acids in cell membranes, leading to 
lipid peroxidation and dysfunction of membranes and 
subsequently resulting in the tissue injury (Tanko et al. 
2017). Wang et al. (2016) indicated that the in vivo organ 
damage caused by I/R was probably due to free radicals 
produced by lipid peroxidation.  

In our study, the generation of LPO is significantly 
increased in cells after I/R injury. It is reported that the 
blood flow during reperfusion phase of I/R can produce 
oxygen free radicals which lead to the LPO formation to 
destroy the antioxidant defence system (Mahalakshmi and 
Kurian 2018; Cakir et al. 2017). Based on in vivo findings, 
the anti-oxidant activity of BA significantly decreased the 
LPO level in kidney cells when compared with I/R group. 
The level of reduced glutathione (GSH), the most 
important intracellular antioxidant molecule, is a sensitive 
index of the efficiency of cellular antioxidant defences and 
its decrease during focal cerebral ischemia in rats leads to 
the development of severe complications (Luo et al. 2017). 
Boron can cause changes in the structure and function of 
proteins by interacting with them (Cao et al. 2008). In the 
present study, as a result of the increasing free radical 
formation caused by I/R, the renal cells did not allow GSH 
synthesis in order to protect from the effects of free 
radicals. In our experimental model, BA is believed to help 
the release free radicals by working together with GSH, 
thereby leading a decrease in the level of GSH used. 

Our results provide strong evidence that I/R can not 
only induce oxidative stress in kidney cells, but also 
interfere with the inflammatory processes that are essential 
for regulating cell functions. TNF-α is a pro-inflammatory 
cytokine involved in systemic inflammation, stimulating 
the acute phase reaction (Dumaine and Ashley 2018). In 
the present study, I/R led to the production of this cytokine 
and the measured values were higher than those measured 
for controls. BA alone did not elicit any effect to cells also 
at 14 mg/kg concentration. The results showed that TNF-α 
production is significantly decreased in comparison to I/R 
group at BA 14 mg/kg concentration. A possible 
mechanism involves TNF-α release, that can stimulate 
cytokine production associated with the inflammatory 
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reaction, such as IL-6 and oxidative stress (Rauch et al. 
2013). Thus, I/R injury may contribute to the increase in 
the cross-talk between oxidative stress and inflammation in 
kidney. Hence, we concluded that BA was the main 
influencing factor on inflammation and oxidative stress 
after renal I/R injury in rats. In a study conducted by Durick 
et al. (2005), it was found that boron prevented the 
activation of pro-inflammatory cytokines through NF-κB 
signalling pathway, and therefore, it blocked the 
inflammation process. In addition, boron supplementation 
reduced inflammatory response against phyto-
hemagglutinin (PHA-P) in gilts (Armstrong et al. 2001), 
enhanced immunity by increasing serum levels of TNF-α 
and interferon-gamma (IFN-γ) in pigs (Armstrong et al. 
2003), and increased serum levels of TNF-α in steers 
inoculated with bovine herpes virus type-1 (Fry et al. 
2011). 

Reperfusion of previously ischemic renal tissue 
initiates death of renal cells due to a combination of 
apoptosis and necrosis. At this point, the prevention of 
necrosis represents a major unmet clinical need (Schumer 
et al. 1992). In our study, BA could be considered as a 
potential therapeutic target to ameliorate renal necrosis in 
I/R. The changes observed with 14 mg/kg BA are 
remarkable in comparison to those observed in I/R group. 
A previous study showed that BA reduced apoptotic 
damage in kidney tissue, but the decrease was statistically 
significant only in 14 mg/kg boric acid-administered 
group. Further studies on the effects of BA at diverse doses 
on apoptosis may clarify this issue. Thus, possible side 
effects or if there are new usage areas of borone compounds 
which have many usage areas in clinics can be detected 
(Hazman et al. 2018). 

These results demonstrated that BA can suppress 
necrosis and haemorrhage from I/R injury through 
attenuating oxidative stress and inflammation. It is thought 
that it can be a promising agent for renal I/R treatment. 
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Abstract— Multi-seeded bulk YBCO superconductors (32 

mm in diameter, 7.5 mm in height) were fabricated by top-

seeded melt growth (TSMG) using two seeds with (100) / (100) 

type junctions. In this study, the effects of the distance (d) 

between two seeds on the trapped magnetic field were 

investigated. These distances are d = 1, 2, 10 and 18 mm and they 

are called as MS-1, MS-2, MS-10 and MS-18 samples. All field-

cooling magnetization (FCM) experiments were conducted with 

a 5 T low-temperature superconducting solenoid magnet system 

(Tokyo University, Department of Applied Physics (TUAT)) 

with a room-temperature core of 60 mm in diameter. The 

trapped field on the top surface of each sample measured using 

Lakeshore two Hall sensors (H1 and H2) were placed at the 

centre of each top surface at positions 0 and 6 mm from the 

centre of the sample. At the first step of the experiments, the two 

multi-seeded samples were evaluated by the FCM in a field of 1 

T at 77 K (LN2). The maximum trapped field of MS-1 sample is 

0.78 T, which is the best values observed and that of the other 

samples decreases from MS-2, MS-10 and MS-18 samples with 

values 0.55 T, 0.72 T and 0.62 T as d increases from 2 to 18 mm.  

 

Keywords— Superconductors, Crystal Growth, Trapped   

Field, Hall Probe 

I. INTRODUCTION 

Conventional permanent magnets (PM) such asNd-Fe-B 
or Sm-Co are very essential materials for many applications 
especially required high magnetic field. However, their 
magnetic fields are limited generally to less than 2 Teven 
when it’s most powerful. A bulk superconductor can act 
effectively as a quasi-permanent magnet when magnetised by 
an applied magnetic field below its superconducting 
transition temperature, TC [1].When a bulk superconductor 
magnetized, concentric supercurrents induced throughout the 
sample persist even when the external field is reduced to zero. 
The magnetic field associated with these supercurrents 
decline extremely slowly causing a relatively stable magnetic 
field, so it called “Trapped Field” [2].Trapped field is 
generally most important superconducting property for 
practical applications. The magnitude of the trapped field is 
proportional to the critical current density, Jc, and the volume 
of the superconductor. Bulk Y-Ba-Cu-O with the highest Jc 
performance takes the form of a large single grain, as the 
presence of misoriented grain boundaries significantly 
impedes current flow and therefore causes a poor 
macroscopic Jc. Such a bulk can be produced by top-seeded 
melt growth (TSMG). TSMG has appeared over the past 30 
years as a practical route for fabricating large, single grains 

of cuprate high temperature bulk superconductors (HTS), 
such as (RE)Ba2Cu3O7, more simply (RE)BCO[where RE is 
a rare earth element, most commonly Y or Gd]. These 
materials are able to generate magnetic fields that are 
considerable higher than those produced by iron-based 
permanent magnets. Notably, Tomita and Murakami reported 
a trapped field of 17. 24 T at 29 K in an arrangement of two 
YBCO samples, which was reinforced with an epoxy resin 
[3]. The present authors have very recently demonstrated a 
world record trapped field of 17.6 T at 29 K in the centre of a 
stack of two 25 mm in diameter GdBCO-Ag bulks fabricated 
by TSMG [4]. Although larger single grains are required in 
applications, they have very low growth rates observed for 
single crystals, which represent a limitation to the sample 
size.  

Multi-seeding using two or more separate seeds was 
developed initially by Kim et al in 2000 to fabricate larger 
samples [5]. They showed the potentiality of the process as a 
time saving process. In addition, the multi-seeding process 
provides an opportunity to study the grain boundaries in the 
bulk material [6]. 

In this work, we studied trapped field of  multi-seeded 
YBCO bulk superconductors for the practical application 
bulks in large-scale HTS magnetic devices. 

II. EXPERIMENTAL 

Four melt processed samples grown using two seeds and 
seeds distance for YBCO samples were investigated as part 
of this study. The compositions of the precursor powder for 
these samples were (75 wt %Y-123 + 25 wt % Y- 211) +0.5 
wt % CeO2,.CeO2 powder was added to prevent the grain 
growth of Y-211 phase. The mix precursor powders were 
pressed uniaxial into pellets 26 mm in diameter and 8 mm in 
height.  Nd1.8Ba2.4Cu3.4O7 single crystal seeds was placed on 
the top surface of pressed pellet, before being loaded into a 
furnace for melt processing in air using a conventional TSMG 
heating profile. Two seeds are arranged to form a style of 
(100) // (100) grain boundary (GB), i.e., the growth fronts two 
adjacent grains encountered at the a-axis direction of the bulk 
and formed a GB at that position. In this study, we changed 
the distance (d) between the two seeds. These distances are  

d = 1, 2, 10 and 18 mm and they are called as MS-1, MS-
2, MS-10 and MS-18 samples, respectively. Two Y123 grains 
were grown at the two seeds and covered the entire top 
surfaces. As a result of the two Y123 grain growth, the (100) 
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// (100) type grain junctions were formed at the centre region 
of the top surfaces. 

The field-cooled (FC) method was used to magnetize the 
single-seeded and multi-seeded bulk YBCO samples prior to 
trapped magnetic field. All field-cooling magnetization 
(FCM) experiments were conducted with a 5 T low-
temperature superconducting solenoid magnet system with a 
room-temperature core of 60 mm in diameter at Technology 
Faculty, Tokyo University. The trapped field was measured 
by using two cryogenic Hall sensors (Lakeshore, HGT-2101-
10) mounted on the centre and 6 mm away from the centre of 
the bulk surface using varnish. 
 

III. RESULTS AND DISCUSSION 

The top surfaces of four samples were polished flat for 
trapped field measurements. At the first step of the 
experiments, liquid nitrogen (LN2) was used as coolant to 
cool the bulk. The LN2 temperature was approximately taken 
as 77 K. Each sample was field cooled to 77 K using nitrogen 
in 1 T applied perpendicular to its top surface.  

The field-cooling magnetization procedures were as 
follows:   1) The sample was placed at centre of the bore. 

2) The applied field was set to 1 T, in which the bulk was 
progressively cooled down into a superconductivity state. 
The field-sweep rate was 0.02 A/s during the field adding and 
removing processes. 

3) After a sufficient cooling time of 25 min, the applied 
field was removed.  

The trapped field on the top surface of each sample 
measured using Lakeshore two Hall sensors (HGT-2101-10). 
The two Hall sensors (H1 and H2) were placed at the centre 
of each top surface at positions 0 and 6 mm from the centre 
of the sample.  

Figure 1 shows the trapped field of all multi-seeded bulk 
YBCO samples with (100) / (100) grain junctions and various 
distances (d = 1, 2, 10 and 18 mm) between two seeds 
measured at 77 K. The maximum trapped field of MS-1 
sample is 0.78 T, which is the best values observed for MS 
series. The maximum values of trapped field in figure 1 of the 
other samples decreases from MS-2, MS-10 and MS-18 
samples with values 0.55 T, 0.72 T and 0.62 T as the distance 
between the two seeds increases from 2 mm to 18 mm. It can 
be deduced for MS-1 and MS-18 samples that the depth of 
the grain boundaries increases with increasing distance 
between seeds, as evidenced by the lower trapped field values 
at positions where the distance between adjacent seeds is 
larger. The trapped fields of multi-seeded samples decrease 
when the distance between the seeds increases, which is good 
agreement with a previous observation in the literature [7]. 
The effect of grain boundaries in multi-seeded samples can 
be reduced by decreasing the distance of seeds.  
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Fig 1. The field measured at the top surface of multi-seeded YBCO (a) MS-
1 (b) MS-2 (c) MS-10 and (d) MS-18 samples by two Hall probes were 
placed at the centre of the sample at positions 0; 6 mm. 
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I. INTRODUCTION 

The use of semiconductor photocatalyst has become an 
increasing trend for the purification and disinfection of 
contaminated water. This technology has been extensively 
researched especially for the development of active and 
sustainable materials and its function in degrading wide 
variety of pollutants. In particular, the energy conversion 
from the light source (UV, visible and sunlight) is a necessary 
to activate the catalytic activity and to completely annihilate 
the pollutant presence in the water. Of particular interest are 
the materials with visible-light-driven active so that the 
sunlight conversion efficiency can be fully utilized even at 
low intensity. Previous literatures have suggested that 
coupling the AgX (X=Cl, Br, I), TiO2, SnO2, Fe3O4  and 
carbon quantum dots on the surface of Ag3PO4 improved its 
catalytic activity and stability. Carbon based materials also 
proven to enhance the stability and photocatalytic stability of 
Ag3PO4 such as graphene graphene oxide, reduced graphene 
oxide, carbon nanotube, and multiwall carbon nanotube by 
acting as electron acceptor to suppress the recombination and 
prevent photocorrosion of Ag3PO4. Herein, we present a 
simple chemical route for the successful synthesis of 
composite materials of Ag3PO4/Nb2O5 photocatalyst via 
deposition precipitation method.The photocatalytic activity 
of the catalyst was investigated by photodegradation of 
methyl orange (MO) under visible light 
irradiation(Fluorescence, 23 W). 

II. EXPERIMENT 

The Ag3PO4/Nb2O5 photocatalyst was prepared via facile 
deposition-precipitation method. AgNO3 powder and 
disodium hydrogen phosphate, Na2HPO4 were dissolved 
completely in separately beaker contained 150 mL of distilled 
water. A certain amount of Nb2O5 was added into the 
AgNO3 solution. The phosphate solution was then added 
dropwisely into the solution mixture until yellow precipitate 
is formed under continuous stirring. The yellow precipitate 
was collected by filtration and washed several times with 
distilled water and ethanol before dried in oven overnight at 
80 oC. Finally, the obtained product was ground to produce 
fine powder and characterized by using X-Ray Diffraction , 
Photoluminisce , UV-vis DR, BET, and  FESEM. The 
photocatalytic activities of the photocatalyst were evaluated 
by degradation of methyl orange (MO) under the irradiation 

23W fluorescence lamp (Philips) The degradation process 
was monitored sing UV-vis Perkin Lambda 30 
spectrophotometer at λmax = 464.4 nm. 

III. RESULT AND DISCUSSION 

The XRD pattern of Ag3PO4/Nb2O5 (Figure 1) clearly 
shows peaks, be attributed to cubic structure of Ag3PO4 

( JCPDS No. 010840510) and orthorhombic structure of 
Nb2O5 (JCPDS No.000271003), confirmed the formation of 
Ag3PO4/Nb2O5 composite. 

 
Figure 1. XRD patterns of the Nb2O5, Ag3PO4, and Ag3PO4/Nb2O5 
photocatalysts 
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Figure 2. The degradation of MO as a function of irradiation time 
for Nb2O5, Ag3PO4, and Ag3PO4/Nb2O5 photocatalysts 

 

Figure 2 shows the photocatalytic degradation of methyl 
orange with different photocatalysts under visible light 
irradiation. Due to its large band gap energy (3.2 eV), lowest 
MO degradation was observed when Nb2O5 was used. The 
Ag3PO4 photocatalyst, however, showed a good performance 
with about 90.6% percentage degradation within 60 min. A 
slight enhancement of MO degradation (95.8%) was 
observed for Ag3PO4/Nb2O5 photocatalyst (Ag:Nb=2:1 molar 
ratio). To correlate the percentage of degradation and the 
efficiency of photocatalyst, the graph of ln C0/C versus time 
is plotted in order to determine the order of reaction, the rate 
constant and the rate of reaction. The rate constant for pure 
Ag3PO4 and pure Nb2O5 are 0.038 min-1  and 0.002 min-1 , 
respectively. However, the combination of Ag3PO4 and 
Nb2O5  increase the rate of reaction. As the mole ratio of 
Ag3PO4 to Nb2O5 is increased, the potocatalytic activity also 
increased. However, further increment molar ratio of Ag3PO4 
to Nb2O5 cause decrease in photocatalyst performance as 
similar reported by Shao et al., (2015) [3]. It was observed 
that the highest rate constant is 0.072 min-1 when Ag:Nb=2:1 
photocatalyst was used. Moradi et al., (2016) stated that when 
the molar ratio is increased, the light penetration will be 
decreased due to photocatalyst suspension, hence, reduces the 
degradation rate [15]. Thus, it can be concluded that the 
photocatalytic degradation efficiency of MO follows the 
order of Ag:Nb=2:1 >Ag:Nb=3:1 > Ag:Nb=1:1 > Ag3PO4> 
Nb2O5. 
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Abstract-Flexible electronics is one of the growing technologies 

and will become more important in the future. Graphene is 

recognized as the best carbon material and widely used for 

electronic applications other than carbon nanotube (CNT). In this 

study, the characterization of latex composites through two 

different preparation methods such as dip and casting methods 

were studied. Some characterization tests were carried out on latex 

composites such as electrical and mechanical properties. Physical 

characterization using FESEM, EDX and Raman Spectroscopy 

tools was carried out to study the structure of the layers and 

compositions of elements in composites for both methods of 

preparation. Result shows the graphene dispersion into the latex 

for cast film is better than the dipped film. Thus, the cast film 

samples with graphene is conductive while dipped film sample is 

not conductive. Results also show the higher percentage of 

graphene (4phr) in the composite has high conductivity than the 

3phr samples. In this project, sample-five (S5) shows the best 

performance than other samples. The conductivity of this sample 

is the highest compared to other samples which is 1.1051m (Ωm)⁻¹. 

This composite has almost 90% of strechability. Thus, this latex-

graphene material is a good sensing material for flexible and 

wearable electronic application for human motion detection, 

personal health monitoring, sports performance monitoring and 

other applications. 
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Abstract— Power transformer is one of the most important 

component in a power system. Fault that occurs in transformer 

may result in power supply interruption which will also cause 

environmental damage, revenue losses and disruption in end 

users activities. Utility companies have adopting transformer 

asset management (TAM) with the aid of transformer health 

index (THI) to examine the health condition of transformers. 

Over the years, the weight value for components and parameters 

in THI assessment model were determined by subjective 

judgment of transformers’ expert. Presently, general research 

on mathematical weight value identification is still very much in 

its infancy. Therefore, a substantial study on weight value 

identification by proper mathematical approach is essential in 

order to justify the use of THI assessment model for assessing 

health condition of transformers. Two existing THI assessment 

models, named THI Assessment Models 1 and 2 are used as 

reference to compare with the two proposed THI assessment 

models, named as THI Assessment Models A and B. It is 

demonstrated that THI determination in the proposed THI 

Assessment Models A and B are easier to be implemented 

compared to THI Assessment Models 1 and 2. This is due to the 

reason that direct mathematical steps are employed in the 

proposed THI Assessment Models A and B, whereas THI 

Assessment Models 1 and 2 are solely based on experts’ 

judgment and prediction. Therefore, the proposed models are 

more reliable and does not deal with arguments from different 

experts. The results revealed that THI values and transformer 

condition in THI Assessment Models A and B are in good 

agreement with THI Assessment Model 2 and contradict with 

the THI Assessment Model 1. The results of this study clearly 

support that the new proposed THI assessment models are more 

reliable to be used in order to obtain THI value. 

Keywords—transformer asset management, transformer health 

index, score, weight, entropy weight method
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Abstract— Interferon beta (IFNβ) is used in the treatment of 

the cancer for years. Recently, it is revealed that a sensor protein 

called STING (Stimulator of Interferon Genes), causes IFNβ 

production in the present of double strand DNA. The studies 

show that some flavonoids stimulate IFNβ production via 

STING activation in mice. Besides, the flavonoids have an 

apoptotic effect on cancer. The aim of this study is to investigate 

the role of catechin for IFNβ production on lung cancer (A549) 

cell line. Quantitative polymerase chain reaction (qPCR) and 

Enzyme-Linked ImmunoSorbent Assay (ELISA) assays used 

for determination of relation between catechin and STING 

activation. Our results show that catechin can induce gene 

expression of IFNβ and STING, so, it could be a candidate for 

cancer immunotherapy. 

Keywords— STING, IFNβ, catechin, cancer 

I. INTRODUCTION 
Organisms have a defense system called immunity to 

protect themselves from infections and some diseases like 
cancer [1]. Receptors on the cell surface or sensor proteins in 
the cytoplasm have a capability to recognize the un-known 
proteins, polysaccharides or bacteria and virus [2]. For 
example, sensor proteins such as DAI, DDX41, IFI16 etc. are 
activated when double strand DNA (dsDNA) is in cytoplasm 
[2]. In addition, it is expected that immune system recognizes 
cancer cells, but, according to tumor micro environment 
studies, cancer cells produce mediators such as IDO 
(indoleamine-2,3-dioxygenase) enzyme, TGF-β and IL-10 to 
hide from host defense [3], [4]. Therefore, reactivation of 
suppressed immunity might be useful for killing cancer cells. 

Typically, infected cells secrete chemokines and cytokines 
which are responsible to regulate the activation of immune 
cells (T, B or Natural Killer cells) and to induce the 
programmable cell death (apoptosis) [5]–[7]. Interferons 
(IFNs) are the large class of cytokines and have anti-viral, 
anti-cancer, immune modulator and anti-proliferative activity 
[8]–[10]. Especially interferon β (IFNβ) have been used for 
cancer immunotherapy for many years [11], [12]. The 
researchers discovered a DNA sensor protein, which can 
secrete IFNβ in the presence of dsDNA in cytoplasm. This 
sensor protein has been  called as STING (Stimulator of 
Interferon Genes) [9]. STING is a transmembran protein and 
induce IFNβ secretion through the phosphorylation reaction of 
a series of proteins such as TBK-1 and  NF-κB [13]. 

Kim et al. observed that FAA (flavone acetic acid) and 
DMXAA (5,6-Dimethylxanthenone-4-acetic acid, 
Vadimezan), are a member of flavonoids, induce IFN β 
production through STING activation in mice [14]. In 
addition, flavonoids prevent vascular formation, induce 
apoptosis, and suppress cell proliferation in cancer [15]. 

Therefore, flavonoids may have a great potential for human 
STING activation. Furthermore, flavonoids are natural drug 
and used against cancer and infectious diseases. Catechin is a 
kind of flavonoids and polyphenolic antioxidant. A study 
showed that catechin activate NF-κB which is a protein 
complex that controls transcription of DNA, cytokine 
production and cell survival [16]. In this study, therefore, we 
aimed to investigate relationship between STING activation 
and catechin.   

II. METHOD 

K. In vitro Studies 

A549 lung cancer cell line was growth with Dulbecco's 
modified Eagle's medium (DMEM, Gibco) supplemented 
with 10% fetal bovine serum (FBS, Gibco) and 1% penicillin-
streptomycin antibiotic (Gibco). The cells were growth under 
condition of 37 ºC, 90% humidify and 5% CO2. 

 Before the tests catechin (Fluka) was dissolved in DMSO 
(Merck) and DMSO was kept below 0.1% in cell culture 
media. All results were compared with commercially cGAMP 
(cyclic [G(3’,5’)pA(3’,5’)p], Invivogen) which is a STING 
activator. To increase cellular uptake of cGAMP, 
Lipofectamine transfection was used. 

L. Cell Viability Assay 

To measurement of cell viability and proliferation, MTT 
test was applied according to manufacturer’s protocols 
(TOX1, Sigma).  A549 cells were seeded 96-well plates by 
density of 5000 cells/well. After 24 hours, cells were exposed 
to catechin. After incubation of cells for 8 and 12 hours, the 
absorbance was read at 570 nm by BioTek-EPOCH plate 
reader.  

M. ELISA Assay 

After cells were seeded and treated with catechin and 
cGAMP, mediums were collected to measure amount of 
secreted interferon β (IFN-β) by enzyme-linked 
immunosorbent assay (ELISA) according to manufacturer’s 
protocols (Bioassay Technology Laboratory, Cat. No: 
E0154Hu). 

N. Gene Expression 

Total RNA isolation was performed on catechin and 
cGAMP treated cells by RNeasy assay kit (QIAGEN).  
Transcriptor First Strand cDNA Synthesis kit was used to 
produce cDNA from total RNA. For specific amplification of 
cDNAs, IFNβ, STING, P53, Bax and β-actin primers were 
used to observe gene expression by using Rotor gene 5 Real-
Time PCR device. RT2 Profiler PCR Array Data Analysis 
v3.5 was used for data analysis after PCR application. 
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III. RESULTS 

O. Cell Viability Assay 

50, 100 and 250 µM catechin was applied A549 cells and 
the cells were incubated for 8 and 12 hours. The cell viability 
test indicates that only 250 µM catechin treatment shows 
significant toxicity for 12 hours (Fig. 1). When cGAMP was 
applied with LyoVec, the cell viability decreased after 8 hours 
consistent with the previously reports because free cGAMP is 
not permeable from cell membrane. Fig. 1 also shows that 
catechin is not toxic to the cells. 

 
Fig. 1 Cell viability of A549 cells. * indicates that p<0.05 (OneWay 
ANOVA,Tukey) 

P. Amount of Interferon β 

Cell mediums were harvested 8, 12, 24 and 48 hours after 
the applied cells and the amount of IFNβ was measured using 
the ELISA test kit produced for IFNβ. The highest IFNβ 
amount was measured at the end of 12 hours Fig. 2. 

 
Fig. 2 ELISA results, the amount of IFNβ  

According to ELISA results, cGAMP treatment increased 
IFNβ secretion as expected in the literature. While the best 
amount of IFNβ was observed at 24 hours in cGAMP treated 
groups, the best amount of IFNβ was observed in 12 hours in 
the cells where cGAMP was applied with LyoVec. In the 
Catechin-treated cell groups, IFNβ production was observed 
to initiate the immune response in 12 hours without the need 

for a carrier agent such as LyoVec. There is also a dose-
dependent increase of IFNβ production in catechin groups. 
However, 8-hour incubation of the cells after catechin 
treatment is insufficient to increase IFNβ generation. 

Q. Gene Expression 

In real-time PCR studies, increased expression of 
apoptotic genes was observed in catechin treated groups. IFNβ 
expression was increased at the end of 24 hours, but no 
expression after 30 hours. These results are consistent with 
ELISA results. Apoptotic gene p53 expression increased dose-
dependent in groups treated with catechin. As a result, it is 
thought that catechin increases the expression of IFNβ by 
STING. 

 
Fig. 3 Results of real time PCR for 24 hours 
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Abstract—Magnets working with persistent mode are highly 

dependent on the existence of high-quality superconducting 

joints between superconducting wires used on technological 

applications. There are some techniques are quite effective for 

continues current such as spot welded, cold pressed and 

soldered joints. In this study, we produced joints with these 

techniques and compared them in terms of advantage and 

disadvantages by investigating their microstructural properties. 

Among those techniques soldering showed the best properties if 

considered reproducibility. 

Keywords— Joint, Superconductor, Magnet 

I. INTRODUCTION 
 

Jointing of the play a crucial role in the production of 
electrical and mechanical devices using for technological 
applications, particularly high magnetic field required such as 
magnets for magnetic resonance measurements, 
superconducting magnetic energy storage systems and the 
Large Hadron Collider [1]. These application needs high 
magnetic field by using the persistent current joints which are 
integral component between the superconducting wires 
because since their terminals must be short-circuited in order 
to confine the supercurrent to the circuit [2]. 

NbTi and Nb3Sn wires are best wires, having good 
superconducting properties, for currently used MRI magnets 
and superconducting applications. However, there is need to 
be a joint for combine large magnets together. For this, 
researchers have been working to create novel jointing 
techniques to obtain a persistent current between the 
superconducting magnets. There are some ways to make 
persistent joints between the superconductors such as cold 
press, spot welding and soldering.  Although, they all have 
good advantages in a one way but between them soldering is 
much promising than the others. In this study, fabricated joints 
were discussed with the advantages and disadvantages in 
terms of superconducting and microstructural properties. 

R. Jointing Techniques 

a) Cold-Pressed Joints 

To make cold press joints, firstly the the Cu layer is 
removed from the NbTi wires by using mechanical process 
and using HF or HNO3. HF is not promising acid for using 
due to the safety problems. Then the two wires twisted or 
breading together and putting into the Nb tubes and they 
pressed at around 600 MPa. 

 

 
Fig.2 Schematic of typical NbTi cold-pressed joint 
 

b) Spot Welded Joints  

Spot welding is a kind of resistive welding, a technique 
commonly used to make joint for joint sheet metal. Spot-
welded joints were manufactured by removing the Cu-matrix 
from the filaments by etching in HNO3, and then braiding the 
filaments from the two wires and spot- welding between Cu 
plates as shown in Fig.2 [1] 

 

 
Fig. 2. Photograph of Spot-welded joints [2] 
 

c) Soldered Joints  

Soldering is one of the promising technique to use a joint 
between the superconductor wires. First step is removing 
protect layer from the filaments by using grinding paper and 
as other techniques it can be used etching by HNO3:H2O acid 
solution to remove the Cu matrix from the wires. However, 
to protect the wires from the oxidation, soldering is a good 
way by using Sn which has a good metal-metal interaction 
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with the wetting properties. After tinning the wires at least 10 
minutes, to be jointed two wires are twisted and braiding 
together and they immerse in to the molten eutectic binary or 
ternary solder which  generally have low temperature melting 
point around 80°C-400°C. Currently most used solder for 
technological application is PbBi solder. 

 
Fig.3 It shows that Schematic of soldering process 

 

S. Characterisation of the joints  

Brittles et al. discussed the method of the characterization 
of the superconducting properties in detail [3] by used a 
magnetic properties measurement system (MPMS) that the 
jointed coil is mounted in a standard 5 mm straw and the loop 
is centered in the MPMS. The coil is then zero field cooled 
below to the desired measurement temperature decided the 
critical temperature (Tc) of the superconducting wire.  
Currents (I) can then be induced to flow around the coil 
(through the joint) by changes in applied magnetic field (H) 
[4]. 

For microstructural characterization scanning microscopy 
(SEM) in a JEOL 5510 or Zeiss Merlin microscope were used 
and chemical analysis by energy dispersive X-ray (EDX) 
analysis using an Oxford Instruments OISDD X Max 150 mm 
detector and Aztec software  were carried out. 

II. RESULTS AND DISCUSSION 

The joints by using cold pressed, spot-welded and 
soldering technique for superconducting low temperature 
NbTi wires were fabricated.  

The cold pressed joint is easily fabricated with a direct 
bonding technique and easy reproducible [5]. However, 
removing the Cu matrix totally from the filaments is a 
problem unless used a strong acid as HF due to the fact that 
Cu it blocks the bonds between the superconducting wires. 
Besides, NbTi is easily oxidised material which is not desired 
for jointing process. As you seen in the EDX map of the cold 
pressed joints in Fig. 4 [2] 

 

 

Fig.4 The EDX maps of the Cold-pressed Joints 
 

The same issue is a problem in the spot-welded technique, 
as well. The cleansing is quite important for joint quality. 
However, the microstructure of the fused filaments are 
melted by the welding process which induced the Nb rich and 
Ti rich phases as a dendritic microstructure, showed in 
Fig.5.These phases are expected to have poor 
superconducting properties and degrade joint performance 
[4].  

 

 
Fig.5 The dendritic microstructure with Nb rich and Ti rich phases after spot 
welded [4] 
 

Soldered joints are much more effective for obtaining full 
bonding between the NbTi wires as seen in the cross section 
of the joints and EDX maps in Fig. 6. However, the tinning  
process need to be operated very well otherwise Sn residues 
can be presents on the interphase which are also effected the 
superconducting properties as Sn induced to the resistance. 

 

 
Fig.6 The cross section of the joints and EDX maps of the soldered joints. 
 

Because of the health concerns, the novel solder material 
have been used instead of Pb based solders such as one of the 
promising solder is SnInBi [6-7] if compared to the currently 
used solders for technology [8]. 
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Abstract— Despite of the recent progress in both bottom-up 

and top-down fabrication techniques to create chiral plasmonic 

nanostructures, some major limitations still remain. In this 

respect, it is clear that we need novel, simple, inexpensive and 

sensitive methods to fabricate chiral plasmonics in large scale. 

In the context of this study, to eliminate the drawbacks of 

present techniques, core/shell nanostructures of metallic 

nanostructures through bio-inspired polydopamine (PDOP) 

was proposed. For this, firstly, CdTe helices were fabricated and 

then gold nanoparticles were deposited over the helices. Both 

plasmonic behavior and chiroptical activity could be 

manipulated by tuning PDOP and gold deposition time. 

Keywords—chiral plasmonic nanostructures, circular 

dichroism, CdTe helices, polydopamine. 

I. INTRODUCTION 
The interaction of light with chiral plasmonic 

nanostructures leads to strong chiroptical effects [1]. These 
type of nanostructures can be used to enhance the chiroptical 
response of chiral molecules and could also significantly 
increase the enantiomeric excess of direct asymmetric 
synthesis and catalysis [2-5]. Basically, for the fabrication of 
chiral plasmonic nanostructures two different approaches 
may be employed: top-down and bottom-up. In the top-down 
approach the techniques such as ion lithography, electron 
beam lithography and direct laser writing can be used [6]. 
With these techniques, well controlled nanostructructures 
with high resolution can be fabricated.  However, this 
approach has some drawbacks such as expensive and 
complicated devices, time-consuming procedure and limited 
size of fabricated substrate. In the second approach, bottom-
up, colloid nanostructures can be synthesized through the 
self-assembly mechanism. Self-assembly provides some 
advantages such as being fast, inexpensive and large scale 
production. In this approach, the main limitation is the 
fabrication of nanoparticles in well-controlled size 
distribution. 

In the context of this study, to eliminate the limitations of 
present chiral plasmonic nanostructures, surface of these as-
prepared CdTe helices were decorated with plasmonic gold 
nanoparticles via bio-inspired polydopamine (PDOP) layer. 
PDOP having abundant amine, imine and catechol functional 
groups can reduce the gold ions and create plasmonic 
nanoparticle decorated system. This study indicated that both 
plasmonic and circular dichroism (CD) characteristics of 
CdTe@PDOP@Au helices can be controlled easily by tuning 
experimental parameters such as PDOP and gold deposition 
time. Remarkable enhancement in CD signal intensity was 
detected after gold deposition. I strongly believe that the as-

prepared plasmonic helices can be used in different 
applications including catalysis and sensing. 

II. MATERIALS AND METHODS 

T. Synthesis of Cysteine Modified CdTe Nanoparticles 

(Cys-CdTe NPs) 

The synthesis of nanoparticles was conducted according 
to previous reports [7, 8]. Briefly, Cd(ClO4)2·6H2O (0.985 g) 
and L-cysteine hydrochloride monohydrate (0.985 g) were 
dissolved in 125 ml of deionized (DI) water. Then, the pH 
was adjusted to 11.2 by using 1 M NaOH. This solution was 
transferred to a three-neck, round-bottom flask and purged 
with N2 for 30 min. H2Te gas which was produced by reaction 
of 0.10 g of Al2Te3 with 10 ml of 0.5 M H2SO4 was slowly 
passed through the solution. The solution was refluxed under 
N2 at 100°C for 60 min to obtain the Cys-CdTe NPs. Finally, 
NP solution was throughly purged with N2 for at least 30 min 
and then kept in the dark at 4°C.  

U. Preparation of CdTe Helices 

Before preparation of Cys-CdTe helical assemblies the 
as-synthesized NP dispersion was allowed to age under dark 
conditions at 4°C for 1 day or more. During aging procedure, 
it seems that residual oxygen is likely to react with NPs. 
Black precipitates could be observed at the bottom of the 
container as aging proceeded. The aging process resulted in a 
blueshift of the first excitonic absorption peak indicating a 
decrease in NP size [8]. After sufficient aging of NPs, a 
solvent exchange step was performed to transfer the NPs 
from water to methanol to create assembled helices. For this, 
the NP aqueous dispersion and methanol were mixed at a 
volume ratio of 1:1.5 to precipitate the NPs. This solution was 
then centrifuged at 1500 rpm for 3 min, the supernatant was 
discarded, and the precipitate was redispersed in methanol. 
This step provides the elimination of excess Cys ligand and 
activate NPs for assembly. The assembly process proceed 
overnight. Finally, the as-assembled helices in methanol were 
transferred to DI water via centrifuge at 1500 rpm for 3 min.  

V. Preparation of CdTe@PDOP helices  

For the deposition of PDOP layer, firstly, the Cys-CdTe 
helices dispersion was centrifuged at 6000 rpm for 3 min and 
then dispersed in dopamine solution (2 mg mL-1 in 10 mM 
Tris buffer, pH 8.5) at room temperature for different 
deposition times (1-3h). After PDOP deposition, 
CdTe@PDOP helices were collected via centrifuge (6000 
rpm for 3 min) and re-dispersed in DI water.   
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W. Preparation of CdTe@PDOP@Au helices  

For the deposition of  gold nanoparticles, firstly, the 
CdTe@PDOP helices dispersion was centrifuged at 6000 
rpm for 3 min and then dispersed in chloroauric acid solution 
(0.5 mg /mL) at room temperature for different deposition 
times (1-6h). After gold deposition, CdTe@PDOP@Au 
helices were collected via centrifuge (6000 rpm for 3 min) and re-
dispersed in DI water.   

X. Characterization 

JASCO J-815, equipped with two photomultiplier (PMT) 
detectors with 200 to 900 and 700 to 1100 nm ranges, CD 
spectrophotometer was used for the CD studies. Absorption 
spectra were also obtained from the same CD device. Typical 
scanning parameters were as follows: scanning speed, 200 
nm/min; data pitch, 1 nm; bandwidth, 1 nm, digital 
integration time, 1 s; and one accumulation.  

FEI Nova 200 Nanolab Dualbeam SEM was used for 
SEM imaging and EDX elemental analysis. 

III. RESULTS AND DISCUSSION 
For Cys-CdTe NPs, earlier reports depicted the 

nanoparticles with the size of ~4 nm [7, 8].  Accordingly, an 
excitonic absorption peak at 521 nm was detected through 
absorption spectra (Figure 1).  In CD measurements, I could 
observe a weak CD band at 550 nm (Figure 2). This clearly 
shows that Cys-CdTe NPs are weakly CD active. The low 
intensity of CD signal can be attributed to absence of the 
defects on the surface of the nanoparticles. To obtain high CD 
signal via chiral molecule modified nanostructures, the 
formation of defects at or around their bandage is required11. 
When Cys-Cd TE NPs were examined via SEM, aggregation 
of tiny nanoparticles were observed clearly (Figure 3).  
 

 
  

Figure 1. Absorption spectra of Cys-CdTe NPs. 

 
  

Figure 2. CD spectra of Cys-CdTe NPs.  
 

 
  
Figure 3. SEM image of Cys-CdTe NPs.  
 

The report by Feng et al.[8] depicted that the change of 
medium from water to methanol resulted in higher attractive 
forces between polar Cys-CdTe NPs become than repulsive 
electrostatic ones due to reduced ionization of the carboxyl 
and amino groups. This change provided the self-assembly 
with chiral asymmetry influenced by short-range interactions. 
Although most of the NPs in the dispersion produce 
aggregates, only a small portion of NPs  (  ̴0.1%) create well-
defined helices. SEM images (Figure 4a, b) shows the helices 
having nanoscale, mesoscale, and microscale features with 
the thickness below 100 nm, diameter  ~300 nm, and their 
length  ~2 μm. The shape of the assembled structure is a 
helicoid instead of a spiral, with no intrahelical racemization. 

Individual Cys-CdTe NPs generally have weak 
chiroptical activity. However, after assembling into CdTe 
helices, the high CD activity was measured at 495 nm with 
19 mdeg CD value (Figure 6) which is more than two orders 
of magnitude higher than that of the NPs and significantly 
improved than previously reports on chiral CdTe 
nanostructures [9, 10]. Besides, this value is comparable to 
those reported for chiral nanoscale assemblies based on 
metallic components such as Au/Ag pyramids [11] and Au 
helices [12], as well as helical organic polymers including 
protein secondary structures [13]. Also, in the Uv-Vis 
spectra, there has been a red-shift after fabrication of CdTe 
helices compared with CdTe NPs (from 521 to 531 nm).  

To decorate gold nanoparticles onto the as-prepared CdTe 
helices, PDOP was employed to reduce gold ions and 
stabilise nanoparticles. After PDOP deposition, no 
morphological change was observed via SEM images (Figure 
4c,d) due to the low thickness (less than 5 nm) of PDOP.  
However, PDOP layer led to a dramatic change in the Uv-Vis 
spectra (Figure 5).  Absorption at 531 was almost disappeared 
and two shoulder type bands were detected. This issue may 
be attributed to change in dielectric constants as a result of 
emergence of PDOP layer. Similarly, the PDOP layer also 
resulted in somewhat lower CD signal with a small red-shift 
in the band (Figure 6) compared with uncoated CdTe helices.   
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Figure 4. SEM images of CdTe (a and b) and CdTe@PDOP helices 
(c and d) at different magnifications. PDOP deposition time is 1 h. 

 
Figure 5. Absorption spectra of CdTe and CdTe@PDOP helices.  
 

 
Figure 6. CD spectra of CdTe and CdTe@PDOP helices.  
 

After PDOP deposition, CdTe@PDOP helices were 
decorated with gold nanoparticles by using chloroauric acid 
solution. PDOP layer having abundant amine, imine and 
catechol functional group can both reduce gold ions and 
stabilize gold nanoparticles. Firstly, to determine the effect of 
thickness of PDOP layer on CD activity and final 
morphology of CdTe@PDOP@Au helices, CdTe helices 
were kept in PDOP solution for different times. The study by 
Messersmith group indicated that the thickness of the PDOP 
layer can be manipulated by tuning deposition time [14]. 
After PDOP deposition helices were decorated with gold 
nanoparticles by immersing into gold ions solution for 6 h. 
Figure 8 summarizes the relevant CD spectra of 

CdTe@PDOP@Au helices for different PDOP deposition 
times. From this data, it seems that for all cases a significant 
decrease in CD signal with remarkable red-shift (>100 nm) 
was observed compared with CdTe bare and CdTe@PDOP 
helices (see Figure 6). Firstly, the red-shift in 
CdTe@PDOP@Au helices can be attributed to the 
emergence of gold nanoparticles. The presence of plasmonic 
gold nanoparticles was also confirmed via absorption spectra 
of helices (Figure 8). Uv-Vis spectra depicted that absorption 
peak positions are ranged from 620 to 650 nm and this data 
is well-correlated with PDOP thickness. Also, broadness of 
absorption band compared with bare helices is a good 
indicator of gold size distribution. As the PDOP deposition 
time (i.e. PDOP thickness) increases, both gold 
nanoparticles’ size and size distribution increase, as well. To 
further analyze the PDOP thickness effect, SEM is employed 
to obtain morphology of CdTe@PDOP@Au helices (Figure 
9). It is clear that for all cases helices were coated with gold 
nanoparticles. Gold nanoparticle analysis performed via free 
ImageJ software indicated that for all PDOP thickness case 
nanoparticle size is ranged from 10 to 40 nm. This data is 
well-correlated with both CD and Uv-vis absorption spectra 
data. These images also enlighten the mechanism behind the 
decrease in CD signal compared with CdTe@PDOP helices. 
It seems that after gold deposition, helices lost their helical 
structure due to deposition of excess amount of gold. From 
this section, we can conclude that for each PDOP thickness 
we can deposit gold nanoparticles onto helices and instead of 
PDOP thickness, the experimental parameters that determine 
final morphology of gold nanoparticles must be considered to 
obtain CD signals with higher intensity.    

 
Figure 7. Effect of PDOP deposition time on CD spectra of 
CdTe@PDOP@Au helices.  
 

 
Figure 8. Effect of PDOP deposition time on absorption spectra of 
CdTe@PDOP@Au helices.  
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Figure 9. Effect of PDOP deposition time on final morphology of 
CdTe@PDOP@Au helices at different magnifications. PDOP 
deposition times: a,b; 1 h, c,d: 2 h and e,f:3 h. Gold deposition time 
is 6 h. 
 

In this part, to eliminate the disappearance of helical 
structure, the deposition time (1-3 h) of gold ions was reduced 
for the constant PDOP deposition time (1 h). Uv-Vis spectra 
of CdTe@PDOP helices (Figure 10) at different gold 
deposition times clearly depicts the emergence gold 
nanoparticles. For each case, although we can not observe the 
distinct absorption maxima, the presence of the nanoparticles 
was confirmed via arisen broad shoulder. To emphasize this 
point, this data was normalized to make it more apparent 
(Figure 11). The emergence of the shoulder instead of distinct 
peaks may be attributed to small size and low surface 
coverage of gold nanoparticles onto the helices. However, 
CD spectra of CdTe@PDOP@Au helices resulted in higher 
chiral optical activity compared with bare CdTe and 
CdTe@PDOP helices (Figure 12). This is due to strong 
chiroptical responses from multipole plasmon resonances of 
Au nanoparticles onto the helices [15-17]. Also, the 
emergence of gold nanoparticles led to a remarkable red-shift 
in CD spectra helices.  To further analyze effect of the gold 
deposition time, SEM is employed to obtain morphology of 
CdTe@PDOP@Au helices (Figure 13). It is clear that for all 
cases helices were coated with gold nanoparticles. 
Nanoparticle size analysis via ImageJ indicated that the size 
of gold nanoparticles is ranged from 5 to 30 nm. Gold 
nanoparticles were decorated all over the surface of the 
helices and their size and surface coverage can be controlled 
simply by tuning deposition time. As the deposition time 
increases, both nanoparticle size and number density of 
nanoparticles increase, as well.  This data is well-correlated 
with both CD and Uv-vis absorption spectra data. It seems 
that 2 h of gold deposition time optimum value to obtain the 
highest CD signal intensity for the proposed system. Further 

increase of deposition time led to disappearance of helical 
structure and low CD signal.  To confirm the emergence of 
gold nanoparticles onto the helices, we performed elemental 
mapping of some helices. A representative mapping of a 
CdTe@PDOP@Au helice was summarized in Figure 14. 
These images clearly indicate that gold nanoparticles were 
created not only onto the helices but also in the dispersion due 
to the residue of PDOP. From this section, we can conclude 
that for each gold deposition time, we can deposit gold 
nanoparticles onto helices and the size, surface coverage and 
resultant CD signal of helices can be controlled by tuning 
deposition time of gold ions.   

    

 
 

Figure 10. Effect of gold deposition time on absorption spectra of 
CdTe@PDOP@Au helices. 

 
 

 Figure 11. Effect of gold deposition time on normalized absorption 
spectra of CdTe@PDOP@Au helices. 
 

 
 

Figure 12. Effect of gold deposition time on CD spectra of 
CdTe@PDOP@Au helices. 
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Figure 13. Effect of gold deposition time on final morphology of 
CdTe@PDOP@Au helices at different magnifications. Gold 
deposition times: a,b; 1 h, c,d: 2 h and e,f:3 h. PDOP deposition time 
is 1 h. 

  
Figure 14. Elemental mapping of CdTe@PDOP@Au helices. a; 
SEM image, b; Si, c; Au  and d: C. PDOP and gold deposition times 
are 1 and 2 h, respectively. 

IV. CONCLUSION 

In the context of this study, chiral plasmonic nanostructures 
were fabricated by employing CdTe helices. For this, surface of 
these helices were decorated with plasmonic gold nannoparticles via 
bio-inspired PDOP layer. PDOP having abundant amine, imine and 

catechol functional groups reduced the gold ions. This study 
indicated that both plasmonic and CD characteristics of 
CdTe@PDOP@Au helices can be controlled easily by tuning 
experimental parameters such as PDOP and gold deposition time. I 
strongly believe that the as-prepared plasmonic helices can be used 
in different applications including catalysis and sensing.   
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Transparent electrodes are widely used in optoelectronics, 
organic photovoltaics (OPVs) touchscreens, smartphones and 
organic light emitting diodes (OLEDs). High transparency 
and conductivity and are required properties for those 
applications. The most widely used transparent conductor is 
indium tin oxide 

 (ITO). However, increasing indium price, low flexibility 
and low chemical stability are seem main disadvantages of 
ITO. Hence, investigation of alternative transparent 
conducting materials is a very popular subject. Among 
offered alternatives, silver nanowire networks seem to be one 
of the most promising candidates. Transparency and sheet 
resistance values of Ag NW networks are very close to that 
of ITO’s. Silver nanowires were synthesized through a simple 
solution based polyol process. Then these nanowires were 
purified through multiple centrifuge process. Following 
purification process, nanowires were suspended in ethanol 
and spray coated onto glass substrates. A post annealing 
process was applied in order to decrease nanowire-nanowire 
junction resistance and remove residual capping agent. The 
electrical and optical properties of the silver nanowire 
networks are then investigated. The networks are found to be 
highly transparent (88% at 550 nm) and conducting (11 
ohms/square) with values comparable to indium tin oxide. 

Furthermore, in order to decrease surface roughness of Ag 
NW networks, a parametric study on spin coating of PEDOT: 
PSS was investigated. Finally, Ag NW networks were used 
as anode in polymer light emitting diodes (PLEDs). On the 
other hand, silver nanowires can be used as heating element 
for heaters. Silver nanowire based thin film heaters can be 
made transparent and can be easily integrated to textiles. For 
transparent heaters (TH), Ag NWs were deposited onto 
quartz substrates via simple spray coating. The effect of 
nanowire density, contact geometry, applied bias, flexing and 
incremental bias application on TH performance of Ag NW 
networks were investigated. Ag NW network based THs with 
a sheet resistance, percent transmittance of 4.3 Ω/sq and 
83.3% with a nanowire density of 1.6 NW/μm2 reached to a 
maximum temperature of 275°C under incremental bias 
application (5V maximum). On the other hand, silver 
nanowire decorated cotton fabrics can be heated to 50°C 
under an applied power density of as low as 0.05 W/cm2. 
Time dependent thermal response of the fabrics under 
different applied voltages was investigated. 
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Abstract — CeO2 thin films deposited at different 

temperatures with 200 Celsius steps to 800 Celsius onto 

LaAlO3 substrates with Pulsed Laser Deposition technique. 

The effect of deposition temperatures was investigated for 

comparison. Crystallinity and orientations of thin films 

investigated by Grazing Incidence X-Ray Diffraction 

(GIXRD) method. The best result from XRD pattern was 

obtained for the deposition temperature of 200 Celsius. 

Surface morphology of the thin films was compared by 

scanning electron microscope (SEM) and the only cracked 

surface was observed at 800 Celsius. 

Keywords—CeO2, LaAlO3, temperature, PLD, thin film 

I. INTRODUCTION  
Cerium(IV)Oxide (CeO2) is a good insulator and 

chemically stable material. It is used as catalyst, solid oxide 
fuel cell electrolyte, metal oxide semiconductor interface 
material and Silicon-On-Insulator interface material. It also 
has potential to replace SiO2 in Dynamic Random Access 
Memories (DRAMs) [1]. CeO2 is a good buffer layer for 
high temperature superconductors with a cubic structure 
and 5.411 Å lattice parameter [2]. 

LaAlO3 (LAO) is a suitable substrate for high 
temperature superconductors, magnetic and ferro-electric 
thin films [3]. It is a cheap alternative to SrTiO3 substrates 
and can be cleaned easily. Physical properties of the LAO 
used as substrate can be seen in Table I [3].  

Table 1. Physical Properties Of LAO [3] 

Crystal 

Structure 

Rhombohedral @ 25 °C: a=3.79 Å c= 13.11 Å 
Cubic @ > 435 °C : a=3.821 Å 

Growth 

Method 
Czochralski 

Density 6.52 g/cm3 
Melt Point 2080 °C 
Thermal 

Expansion 
10 (x10-6 / °C) 

Dielectric 

Constant 
~ 25 

Loss Tangent  

@ 10 GHz 
~ 3x10-4 @ 300K, ~ 0.6x10-4 @ 77K 

Color and 

Appearance 

Tan to Brown based on annealing condition 
Visible twins on polished substrate 

Chemical 

Stability 

Insoluble in mineral acids @ 25 °C 
Soluble in H3PO3 @ > 150 °C 

Pulsed Laser Deposition (PLD) is a physical vapor 
deposition technique used for thin and thick film growth. 
Pulsed Laser Deposition system consists of a laser source, 
optics, computer and chamber. Growth environment is 
isolated in a vacuum chamber cleaned by a turbo molecular 
pump. After the pulsed laser beam lefts the laser source, 
beam redirected to the chamber and focused on the target 
material by a lens. When focused beam pulse hits the target, 

huge energy transferred to the target. This energy results a 
plasma plume with the help of a background gas, which 
deposits the substrate. Target materials stoichiometry can be 
preserved during the depositions. Annealing can be made 
in-situ without contaminating the samples. Pulsed Laser 
Deposition technique has lots of variables like; spot size, 
laser density, deposition temperature, temperature change 
rates, base pressure, deposition pressure, deposition gas 
type, pulse number, pulse frequency, rotation speeds, target-
substrate distance, etc. [4]. Spot size and laser energy is used 
to calculate laser fluence on the target and base pressure 
ensures the absence of contaminating atoms in the thin film.   

In this study, Pulse Laser Deposition technique is used 
in order to prepare CeO2 thin films deposited onto LaAlO3 
substrates at different temperatures from room temperature 
to 800°C. Surface morphology and the crystallinity of the 
prepared thin films were determined by using Grazing 
Incidence X-Ray Diffraction (GIXRD) and Scanning 
Electron Microscope (SEM) techniques. 

II. EXPERIMENTAL DETAILS 
High purity CeO2 powder used for pellet preparation. 

CeO2 powder pressed into a die set and then sintered at 1150 
°C for 2 hours in air [5] in order to use it as a target material.  

LAO(100) substrates bought as 3” wafer and sliced as 
substrates by a diamond saw. All the sliced LaAlO3 
substrates cleaned with acetone and methanol in an 
ultrasonic cleaner prior to the deposition. Silver paste used 
to paste LaAlO3 substrates to the substrate holder and a 
halogen lamp used for drying. 

Pulsed Laser Deposition variables except for 
temperature were fixed for all depositions. Chamber was 
evacuated to 9x10-6 Torr before heating procedure. Target 
to substrate distance was set to 5 cm by changing the rod 
sizes. Deposition pressure was chosen as 150 mTorr. High 
purity O2 gas used for depositions. Target rotated at constant 
velocity to avoid shooting the same spot. All the samples 
heated to their set point by 20 °C/min and cooled down to 
room temperature by 10 °C/min ramp rate until natural 
cooling took over. Total number of pulses was 10000 and 
laser fluence calculated as ~ 3 J/cm2.  

Deposition temperature was the only variable for all 
depositions. Samples deposited from room temperature to 
800 °C by 200 °C steps and all the samples annealed after 
the depositions.  

III. RESULTS 
Thin film thicknesses are very small compared to the 

substrate thickness. In order to eliminate peaks coming from 
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substrate, Grazing Incidence X-Ray Diffraction (GIXRD) 
method was used to analyze peaks of the deposited thin 
films. Samples prepared at room temperature, 400 °C and 
800 °C were oxygen deficient. Sample prepared at 600 °C 
had some corresponding CeO2 peaks with a significantly 
high oxygen deficient peak. The best result was obtained for 
the sample prepared at 200 °C with all orientations of CeO2. 

Surface morphology checked with Scanning Electron 
Microscope (SEM) for cracks. Fig. 1 shows the sample 
which only had the cracks prepared at 800 °C. Cracks were 
parallel and very large. These cracks believed to be formed 
by thermal expansion coefficient differences of the LAO 
substrate and CeO2 coating during the high temperature 
deposition. 

 

Fig 1.Surface of the cracked 800 °C sample. 

These results show that ceria thin films can be deposited 
on LaAlO3 substrates at various temperatures. Oxygen 
deficiency in ceria films is the main problem to overcome. 
Deposition at high temperature results cracking of the thin 
film. In order to avoid cracking at high temperatures, 
cooling rate must be lowered than 10 °C/min.  
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Abstract— In this study, all mathematical modelling of an 

autonomous electric wheelchair (AEWC) has been made and 

then the real time trajectory tracking control of the AEWC 

has been performed by using the PID type sliding mode 

control method. For the mathematical modelling, the 

kinematic and dynamic analysis of the designed AEWC has 

been made by using the Cartesian space approach and 

Lagrangian method considering all its kinematic constraints, 

respectively. After the mathematical modelling required for 

the controller design, the AEWC's trajectory tracking control 

has been performed using the PID type sliding mode control 

method, which takes into account the system dynamic model. 

According to the results obtained from the experiments, the 

mathematical modelling made for the system proved to be 

correct and especially the trajectory tracking control of the 

system has become more robust by using the PID type sliding 

mode control method. 

Keywords— Autonomous guided vehicle, PID control, 

Sliding mode control, Trajectory control 

I. INTRODUCTION 
Autonomous electric wheelchairs (AEWC) are tools 

which are developed for people with disabilities who cannot 
use the manual wheelchair. There are usually two direct 
current motors used to drive the rear right and left wheels in 
AEWC. These DC motors are connected to the wheels by 
means of a gear system or belt pulley mechanism. 
Depending on the commands of people with disabilities, the 
orientation of the vehicle is carried out by the angular 
velocity variations of the direct current motors operating 
independently of each other. The speed and direction 
information requested by the disabled driver is sent to the 
vehicle control unit by means of a joystick, and then the 
voltage or current of the motors are adjusted according to 
the desired speed and direction by the motor drives. For 
example, when it is desired to move the chair in a certain 
direction, it is ensured that the two drives rotate at the same 
speed by applying the same voltage to the two driven 
motors. When it is desired to carry out any guidance for the 
vehicle, it is necessary to increase the rotation speed of a 
motor, depending on the other, in relation to the other. In 
the literature, many researchers have developed different 
types of closed-loop control algorithms for the trajectory 
tracking control of AEWC. Fuzzy control algorithm and 
neural network based diagonal decoupling control have 
been used for electric power-assisted wheelchair in [1]-[2]. 
In these studies, they have been shown that the designed 
speed controllers make the wheelchair suitable for use in 
various road conditions. Saadatzi et al. used the genetic 
algorithm method for trajectory control of the electric 
wheelchair, Chai et al. benefited from the optimized PID 
control method with artificial neural networks [3]-[4]. 

However, none of these studies have considered system 
dynamics and there has been a considerable delay in system 
responses due to the high processing load of control 
algorithms. For the adaptive control technique, model 
reference adaptive control and adaptable optimal controller 
have been performed to their designed robotic wheelchair 
[5]-[6].  In addition to these, different types of robust sliding 
mode multivariable control strategies have been used for 
controlling to wheelchair [7-10]. 

In this study, the design, analysis and real-time 
trajectory tracking control of an AEWC have been 
performed. First, all the kinematic equations of the system 
have been obtained for the position analysis of the designed 
system. Thus, the angular velocity variables of the vehicle 
wheels can be determined, so that the system can perform 
this target trajectory when a specific target trajectory for 
giving the designed AEWC. Secondly, the fully dynamic 
model of the system has been made by using the Lagrangian 
technique. In order to increase the trajectory tracking 
performance of the designed AEWC, PID type model-based 
sliding control method is used by taking into account the 
full dynamic model of the system. The PID type model-
based sliding control technique is used to control the 
complex systems in particular and this proposed technique 
minimizes the position and speed errors for certain 
predefined trajectories. According to the results obtained 
from the experiments, the mathematical modelling made for 
the system proved to be correct and especially the trajectory 
tracking control of the system has become more robust by 
using the PID type sliding mode control method over the 
classical PID control. 

II. MATERIALS AND METHODS  
In Fig. 1, the details of designed AEWC are shown. The 

system consists of two rear driving wheels and two freely 
moving wheels on the front. The driving wheels on the rear 
are connected to the DC motors using a gear system. The 
rear output shaft of each DC motor has an optical position 
sensor. For the power requirement of the system, two 24 
Volt batteries are used. There is also a control card and a 
computer that can work with MATLAB program for real-
time control of the designed system. 

mailto:ahmetdumlu@erzurum.edu.tr
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Fig.1. Electric power-assisted wheelchair. 

Y. Kinematic analysis of electric wheelchair  

For the designed AEWC system, inverse kinematic 
analysis refers to the use of the mathematical equations of 
the system to determine the angular velocity of the right and 
the left wheels that provided the desired trajectory of the 
AEWC system.  In Fig.2, schematic top view of the 
designed AEWC system is shown. The orientation and 
motion of the system are actualized by independent by two 
DC motors. As shown in Fig. 2, global coordinate system 
{𝑋𝐼 , 𝑌𝐼} and local coordinate system {𝑋𝑟 , 𝑌𝑟} are defined for 
the robotic system. The origins of the global and local 
coordinate systems are represented by points 𝑂 and 𝑃𝑜, the 
distance between the two wheels and diameter of the wheels 
is equal to  2𝐿 and 2𝑅 and also the angular velocities of the 
left and right wheel are given by 𝜃�̇�  and 𝜃�̇�, respectively. 

Using the orthogonal rotation matrix, the position of any 
point in the platform can be defined as follows;  

𝑋𝐼 = 𝑅(𝜙)𝑋𝑟         
(1) 

𝑅(𝜙) = [
𝑐𝑜𝑠 (𝜙) −𝑠𝑖𝑛 (𝜙) 0

𝑠𝑖𝑛 (𝜙) 𝑐𝑜𝑠 (𝜙) 0
0 0 1

]         
(2) 

 
Fig.2. Schematic top view of the designed AEWC system. 

On the conditions of no lateral slip motion, using the 
linear velocities of the right and left wheels, the body and 
the angular velocities of the mobile robot are expressed by 
Eq. 3 and Eq. 4. 

𝑣 =
𝑣𝑟 + 𝑣𝑙

2
= 𝑅

(𝜃�̇� + 𝜃�̇�)

2
 

              
(3) 

�̇� =
𝑣𝑟 − 𝑣𝑙

2𝐿
= 𝑅

(𝜃�̇� − 𝜃�̇�)

2
 

    
(4) 

Hence, electric wheelchair robot velocities can be 
defined as follows; 

[

𝑥1̇

𝑥2̇

�̇�

] =

[
 
 
 
 
 
𝑅

2
𝑐𝑜𝑠 (𝜙)

𝑅

2
𝑐𝑜𝑠 (𝜙)

𝑅

2
𝑠𝑖𝑛 (𝜙)

𝑅

2
𝑠𝑖𝑛 (𝜙)

𝑅

2𝐿
−

𝑅

2𝐿 ]
 
 
 
 
 

[
𝜃�̇�

𝜃�̇�

] 
     
(5) 

 

Z. Constraint Equations of Mobile Robot 

The mobile robot is classified as non-holonomic 
systems. Therefore, it has two main constraint equations. 
First one is that, mobile robot cannot move in a lateral 
direction. The mathematical description of this constraint is 
expressed in Eq. 6. 

�̇�2 𝑐𝑜𝑠(𝜙) −�̇�1 𝑠𝑖𝑛(𝜙) = 0 (6) 

where,  𝑥1 and 𝑥2 are defined as two redundant coordinates. 
The second one is that, two driving wheels pure rolling 
constraint. This means that each wheel maintains a one 
contact point 𝑃 with the ground as shown in Fig. 3. The 
mathematical description of this constraint is expressed in 
Eq. 7 and Eq. 8. 

�̇�1 𝑐𝑜𝑠(𝜙) + �̇�2 𝑠𝑖𝑛(𝜙) + 𝐿�̇� = 𝑅𝜃�̇� (7) 

�̇�1 𝑐𝑜𝑠(𝜙) + �̇�2 𝑠𝑖𝑛(𝜙) − 𝐿�̇� = 𝑅𝜃�̇� (8) 

On the other hand, the mobile robot has a one holonomic 
constraint equation and to obtain it, first of all we subtract 
Equation (7) from Equation (8) and then integrating with 
choosing the initial condition;  

2𝐿�̇� = 𝑅(𝜃�̇� − 𝜃�̇�) (9) 

𝜙 = 𝑐(𝜃𝑟 − 𝜃𝑙) (10) 

where 𝑐  is equal to 𝑅/2𝐿 . For the obtain second non-
holonomic constraint equations now we add the Equation 
(7) and Equation (8); 

�̇�1 𝑐𝑜𝑠(𝜙) + �̇�2 𝑠𝑖𝑛(𝜙) = 𝑐𝐿(𝜃�̇� + 𝜃�̇�) (11) 

Hence we may write two non-holonomic constraint 
equations in matrix form; 

𝐴(𝑞)�̇� = 0 
(12) 

 

where;  

𝑞 = [

𝑞1

𝑞2

𝑞3

𝑞4

] = [

𝑥1

𝑥2

𝜃𝑟

𝜃𝑙

] , 𝐴(𝑞)

= [
𝑎11 𝑎12 𝑎13 𝑎14

𝑎21 𝑎22 𝑎23 𝑎24
]

= [
−𝑠𝑖𝑛 (𝜙) 𝑐𝑜𝑠 (𝜙) 0 0
−𝑐𝑜𝑠 (𝜙) −𝑠𝑖𝑛 (𝜙) 𝑐𝐿 𝑐𝐿

] 

 

(13) 
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Fig 3. Pure rolling motion constraint. 

AA. Dynamic Modelling of the Mobile robot 

The dynamic model of the system has been derived 
using Lagrangian approach. The Lagrange’s equations 
have been employed by using the generalized coordinates 
as 𝑞 = [𝑥1, 𝑥2, 𝜃𝑟 , 𝜃𝑙]

𝑇 . For the robotic system, the 
Lagrangian equations can be written as given in Eq. 14. 
 

𝑑

𝑑𝑡
(

𝜕𝐿

𝜕𝑞�̇�
) −

𝜕𝐿

𝜕𝑞𝑖
= 𝑄𝑖 − 𝑎1𝑖𝜆1 − 𝑎2𝑖𝜆2    𝑓𝑜𝑟 𝑖 =

1 𝑡𝑜 4      
(14) 

 
where 𝑄𝑖  represents the external force,  𝜆1 and 𝜆2  are the 
multipliers and 𝐿 is the Lagrangian function.  

The kinetic energy of the platform can be denoted as 
follows; 
 

𝐾 =
1

2
(𝑚𝑐 + 2𝑚𝑤)(𝑥1̇

2 + 𝑥2̇
2)

+ 𝑚𝑐𝑐𝐿(𝜃�̇� − 𝜃�̇�)(𝑥2̇ 𝑐𝑜𝑠(𝜙)

− 𝑥1̇ 𝑠𝑖𝑛(𝜙))

+
1

2
𝐼𝑤 (𝜃�̇�

2
+ 𝜃�̇�

2
) +

1

2
(𝐼𝑐

+  2𝑚𝑤𝐿2

+ 2𝐼𝑚)𝑐2(𝜃�̇� − 𝜃�̇�)
2 

(15) 

 
where, 𝑚𝑐  is the mass of the mobile robot without the 
driving wheels and actuators (DC motors), 𝑚𝑤 is the mass 
of each driving wheel (with actuator), 𝐼𝑐 is the moment of 
inertia of the mobile robot about the vertical axis through 
the centre of mass, 𝐼𝑤  is the moment of inertia of each 
driving wheel with a motor about the wheel axis, and 𝐼𝑚 is 
the moment of inertia of each driving wheel with a motor 
about the wheel diameter. Using equation 15 along with the 
Lagrangian function, L = K the equations of motion of the 
mobile robot are given by; 
 
(𝑚𝑐 + 2𝑚𝑤)𝑥1̈ − 𝑚𝑐𝑑(�̈�𝑠𝑖𝑛𝜙 + �̇�2𝑐𝑜𝑠𝜙) =

𝜆1𝑠𝑖𝑛𝜙 + 𝜆2𝑐𝑜𝑠𝜙     
(16) 

 
(𝑚𝑐 + 2𝑚𝑤)𝑥2̈ + 𝑚𝑐𝑑(�̈�𝑐𝑜𝑠𝜙 − �̇�2𝑠𝑖𝑛𝜙)

= −𝜆1𝑐𝑜𝑠𝜙 + 𝜆2𝑠𝑖𝑛𝜙 
(17) 

 
𝑚𝑐𝑐𝑑(𝑥2̈𝑐𝑜𝑠𝜙 − 𝑥1̈𝑠𝑖𝑛𝜙)

+ ((𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2

+ 𝐼𝑤)𝜃�̈�

− (𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2𝜃�̈�

= 𝜏1 − 𝑐𝐿𝜆2 

(18) 

−𝑚𝑐𝑐𝑑(𝑥2̈𝑐𝑜𝑠𝜙 − 𝑥1̈𝑠𝑖𝑛𝜙)

− (𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2𝜃�̈�

− (𝐼𝑐 + 2𝑚𝑤𝐿2 + 2𝐼𝑚)𝑐2𝜃�̈�

= 𝜏2 − 𝑐𝐿𝜆2 

(19) 

Hence the actuator torques acting on the two wheels of 
mobile robot can be determined in the standard form as; 
 

𝑀(𝑞)�̈� + 𝐶(𝑞, �̇�)𝑞 = 𝐸(𝑞)𝜏 − 𝐴𝑇(𝑞)𝜆 (20) 
 
Equation (20) can be rewritten as in the standard form; 
 

𝜏 = 𝑀(𝑞)�̈� + 𝑁(𝑞, �̇�) + 𝜏𝑑 (21) 

 
where, 𝑀(𝑞) is the mass matrix, 𝑁(𝑞, �̇�) is the sum of the 
centrifugal, Coriolis and gravity terms, 𝜏𝑑  is disturbance 
and friction component of directly related to mobile robot 
system using a complete dynamic model of systems, 
respectively. On the other hand equation (21) shows that 
the mobile robot dynamics are expressed as a function of 
the right and left wheel angular velocities �̇� = [𝜃�̇� 𝜃�̇�], 
and the driving motor torques 𝜏 = [𝜏𝑟 𝜏𝑙]𝑇. As it is seen 
from equation 21, the desired tracking control of the mobile 
robot can be achieved by changing or controlling the 
supply voltage of the DC motors. 
If the both sides of Eq. 24 is multiplied by 𝑀(𝑞)−1, �̈� can 
be defined as follows; 
 

�̈�2𝑥1 = 𝑓(𝑞)2𝑥1 + 𝑔(𝑞)2𝑥1𝑢(𝑡)2𝑥1

+ 𝜁(𝑡, 𝑢(𝑡))2𝑥1 (22) 

 
where, 𝑓(𝑞)2𝑥1 = −𝑀(𝑞)−1𝐻(𝑞, �̇�), 𝑔(𝑞)2𝑥1 = 𝑀(𝑞)−1 , 
𝑢(𝑡)2𝑥1 = 𝜏  and 𝜁(𝑡, 𝑢(𝑡))2𝑥1  stands the bounded 
uncertainties of the system. The aim of the proposed 
control technique in this study is to control the system 
variables , 𝑞2𝑥1 , accurately for the given reference 
trajectory, 𝑞𝑑2𝑥1

. In order to meet the accurate trajectory 
tracking, the tracking error 𝑒(𝑡)2𝑥1 = 𝑞𝑑2𝑥1

− 𝑞2𝑥1 should 
be minimized as much as possible.  

III. PID TYPE SLIDING MODE CONTROL 
In this study, the PID-type sliding surface is performed 

to increase the performance and robustness of the mobile 
robot. The PID-type sliding surface function is selected as 
follows. 

�̇�(𝑡)2𝑥1 + 𝛽2𝑥1𝑠(𝑡) = 𝑘𝑝2𝑥2
𝑒(𝑡)2𝑥1 + 𝑘𝑖2𝑥2 ∫ 𝑒(𝜏)2𝑥1𝑑𝜏 +

𝑘𝑑2𝑥2
�̇�(𝑡)2𝑥1       (23) 

 
where, 𝑘𝑝2𝑥2

, 𝑘𝑑2𝑥2
 and 𝑘𝑖2𝑥2

  are control gain matrix and 
𝛽2𝑥1  is constant matrix. Differentiating Eq. (23), the 
following equation can be obtained. 
 

�̈�(𝑡)2𝑥1 + 𝛽2𝑥1�̇�(𝑡)2𝑥1 = 𝑘𝑝2𝑥2
�̇�(𝑡)2𝑥1 +

𝑘𝑖2𝑥2
𝑒(𝑡)2𝑥1 + 𝑘𝑑2𝑥2

�̈�(𝑡)2𝑥1   
      (24) 

 
Using the derivative of the error function, Eq. (24) can be 
re-written as follows; 
 
�̈�(𝑡)2𝑥1 + 𝛽2𝑥1�̇�(𝑡)2𝑥1 = 𝑘𝑝2𝑥2

�̇�(𝑡)2𝑥1 + 𝑘𝑖2𝑥2
𝑒(𝑡)2𝑥1 +

𝑘𝑑2𝑥2
{�̈�𝑑(𝑡)2𝑥1 − �̈�(𝑡)2𝑥1}          

(25) 
 
Substituting �̈�(𝑡)2𝑥1 from Eq. (22) into Eq. (25) yields; 
 
�̈�(𝑡)2𝑥1 + 𝛽2𝑥1�̇�(𝑡)2𝑥1 = 𝑘𝑝2𝑥2

�̇�(𝑡)2𝑥1 + 𝑘𝑖2𝑥2
𝑒(𝑡)2𝑥1 +

𝑘𝑑2𝑥2
{�̈�𝑑(𝑡) − 𝑓(𝑥)2𝑥1 − 𝑔(𝑥)2𝑥1𝑢(𝑡)2𝑥1 −   𝜁(𝑡, 𝑢(𝑡))

2𝑥1
}   

(26) 
 

In the PID type second order sliding surface condition, 
if 𝑠(𝑡)2𝑥1, �̇�(𝑡)2𝑥1   and �̈�(𝑡)2𝑥1  are equal to null then the 
tracking error 𝑒(𝑡)2𝑥1 reaches to zero. Hence, the reaching 
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phase control law, 𝑢𝑟𝑝2𝑥1
, can be obtained by using the 

�̈�(𝑡)2𝑥1 = 0 as follows; 

 
𝑢𝑟𝑝2𝑥1

= [𝑘𝑑2𝑥2
𝑔(𝑥)2𝑥1]

−1
{𝑘𝑝2𝑥2

�̇�(𝑡)2𝑥1 + 𝑘𝑖2𝑥2
𝑒(𝑡)2𝑥1 +

𝑘𝑑2𝑥2
(�̈�𝑑(𝑡) − 𝑓(𝑥)2𝑥1 − 𝜁(𝑡, 𝑢(𝑡))

2𝑥1
) − 𝛽2𝑥1�̇�(𝑡)2𝑥1}     

(27) 
 
In addition to this, a switching control law, 𝑢𝑠𝑐2𝑥1

,  in 
Equation (28), should be added to the phase control law to 
ensure the robustness of the system against the external or 
system disturbances. 

 
𝑢𝑠𝑐2𝑥1

= 𝑔(𝑥)2𝑥1
−1 {𝜆2𝑥2𝑠(𝑡)2𝑥1 + µ2𝑥2𝑠𝑖𝑔𝑛(�̇�(𝑡)2𝑥1)}     

(28) 
 
where, 𝜆2𝑥2 and µ2𝑥2,  are the switching gains. Thus, the 
total feed-back control law, (𝑢𝑓𝑑2𝑥1

), for the system without 
uncertainties is written as follows; 
 
𝑢𝑓𝑑2𝑥1

= [𝑘𝑑2𝑥2
𝑔(𝑥)2𝑥1]

−1
{𝑘𝑝2𝑥2

�̇�(𝑡)2𝑥1 +

𝑘𝑖2𝑥2
𝑒(𝑡)2𝑥1 + 𝑘𝑑2𝑥2

(�̈�𝑑(𝑡) − 𝑓(𝑥)2𝑥1 −

𝜁(𝑡, 𝑢(𝑡))
2𝑥1

) − 𝛽2𝑥1�̇�(𝑡)2𝑥1} + 𝑔(𝑥)2𝑥1
−1 {𝜆2𝑥2𝑠(𝑡)2𝑥1 +

µ2𝑥2𝑠𝑖𝑔𝑛(�̇�(𝑡)2𝑥1)}            (32) 
 

IV. EXPERIMENTAL RESULTS 
In order to demonstrate the efficiency of the proposed 

PID type sliding mode control over a conventional PID 
controller, an eight shaped trajectory for the designed 
AEWC has been used in this study. Using the kinematic 
equations of the AEWC obtained in Section II, the angular 
velocity variations of AEWC' s right and left wheels 
required to perform defined eight shaped trajectory, and 
also performance of the controllers have been shown in 
Figs. 4 and 5. Angular velocity error values of the right and 
left wheels that occur during AEWC trajectory tracking 
have been shown in Figs 6 and 7.  

 
Fig. 7. Angular velocity of the right wheel for defined trajectory. 

 
Fig 4. Angular velocity of the left wheel for defined trajectory. 

 
Fig 5.The angular velocity error of the right wheel for defined tranjectory. 

 
Fig 6. Angular velocity error of the left wheel for defined tranjectory. 

When the graphical results are compared, it is seen that 
the proposed PID type sliding mode controller performs 
much better than the PID controller. It is seen that, an 
AEWC can follow the defined trajectory with high 
deviation errors if used with well-tuned PID controller for 
trajectory control. Although the gain parameters of the PID 
controller are chosen to be the most appropriate value, 
angular velocity errors occurring on the right and left 
wheels cause the AEWC to deviate from the defined 
trajectory. 

It is seen that if the PID type sliding mode control is used 
instead of the conventional PID control method for 
trajectory control, the trajectory control performance of the 
system is increased. The main reason why the proposed 
method performs better than PID control is that it uses the 
system's fully dynamic model and takes into account the 
non-linear expressions that exist in the system. 

V. CONCLUSION 
In this study, all mathematical analysis of an AEWC 

with 3 (three) degrees of freedom has been made and its 
trajectory tracking control has been performed using 
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proposed PID type sliding mode controller. Firstly, the 
electromechanical structure of the designed AEWC has 
been introduced and then the kinematic and dynamic 
modelling of the system has been obtained. According to 
the results obtained from the real-time trajectory tracking 
control experiments, the PID type sliding mode controller 
based on the system model had provided better trajectory 
tracking performance than the conventional PID controller. 
However, it is seen that a complete and accurate dynamic 
model of the system is used and especially if this model is 
used in PID type sliding mode control method, the system 
improves the trajectory control performance.  
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Abstract: Spray cooling depends on many parameters in 

different geometry and operating conditions. The material of the 

cooled sample and the heat sink design are the important factors. In 

addition, the type of nozzle and the method of atomization are the 

determining factors of the cooling. However, the spray structure and 

homogeneity better defines the cooling facility. Therefore, it is 

necessary to know the spray average drop diameters. Studies to 

determine spray flow characteristics are quite complex. For this 

reason, it is necessary to perform laser measurement which allows 

a detailed analysis of the spray flow structure. In some situations, 

an adequate solution to calculate SMD, which best characterizes 

heat and mass transfer on spray cooling, with correlations in the 

literature is not possible. It is useful to find the average drop 

diameter or SMD rather than finding the entire drop diameter 

distribution. The drop size is important in understanding the cooling 

effectiveness. In this study, SMD correlations were compiled in 

accordance with the different operational conditions. 

Keywords:  Spray cooling, Characteristic diameters, SMD 

correlations 

I. INTRODUCTION  
In most applications, the function of the atomizer is not 

only the separation of liquid into small drops, but also the 
symmetrical or uniform distribution to the environment. The 
droplet diameter distribution depends on the cone angle, 
average drop diameter and physical properties. For example, 
droplets are more uniform in twin-fluid atomizers. Spray 
geometry depends on the properties of both fluids. 

The modeling of the spray system is related to the find out 
of the droplet diameter distribution after splitting the liquid jet. 
The parameters such as nozzle diameter, droplet velocity, drop 
temperature, working fluid used in spray cooling, droplet 
diameter, heat flux and their interaction should be examined 
in detail. 

BB. Spray Spesifications 

First of all, the spray characteristics are affected by liquid 
properties and atomizer conditions. In addition, the following 
spray properties must be known for a detailed examination. 

a. Spray Distribution: 

The advantage of a good spray dispersion is its 
homogeneity, as well as its evaporation rate and whether the 
spray is suitable for its location. 

b. Penetration: 

Penetration defines the maximum distance that the spray 
can reach. This depends on the aerodynamic air resistance and 
the kinetic energy of the jet. For example, the narrower (acute) 
and dense spray has a higher penetration.  The wide-angle and 
fine spray is exposed to more air resistance and has less 
penetration. Penetration is especially important in diesel 
sprays. Many researchers have investigated on the penetration 
of diesel engines. They obtained correlations related to 
penetration according to whether the injection time is less or 
more than jet breakup. The correlation of Sitkei for diesel jet 
is as follows [1]: 

𝑆 = 0.2𝑑0 (
𝑈𝐿𝑡

𝑑0
)

0.48

(
𝑈𝐿𝑑0

𝜈𝐿
)

0.3

(
𝜌𝐿

𝜌𝐴
)0.35                 (1) 

In addition, many spray properties such as cone angle, 
patternation, radial fluid distribution, equivalent spray angle, 
ambient fluid distribution and evaporation should be 
examined. 

CC. Types of atomizers and droplet diameter correlations 

a. Plain Orifice Atomizers: 
Breakup of the jet in the plain orifice nozzles is achieved by 
an increase in the flow rate. This increases both the 
turbulence in the jet and the aerodynamic drag force exerted 
by the ambient air. A rough correlation is given below widely 
used for flat orifice nozzles [2]. 

𝑆𝑀𝐷 =
500𝑑0

1.2𝜈𝐿
0.2

𝑈𝐿
                                                       (2) 

Many researchers have applied plain orifice atomizers on 
diesel engines. Some studies conducted in the early years 
yielded favorable correlations. Panasenkov [3], examined the 
effect of turbulence in jet breakup. It correlated the mean drop 
diameter (MMD) in the range of 1000 <Re <12000. 

𝑀𝑀𝐷 = 6𝑑0𝑅𝑒𝐿
−0.15                                                   (3) 

 
Harmon [4] also obtained another correlation with the 
ambient air effects. 

𝑆𝑀𝐷 = 3330𝑑0
0.3𝜇𝐿

0.07𝜌𝐿
−0.648𝜎−0.15𝑈𝐿

−0.55𝜇𝐺
0.78𝜌𝐺

−0.052 (4) 
 
An unusual feature of this equation is that an increase in 
surface tension is expected to yield finer atomization. The 
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important correlations developed for plain orifice nozzles are 
given below. 
Table 1. Droplet diameter correlations in plain orifice atomizers 

Correlation Author 

𝑆𝑀𝐷 =
500𝑑0

1.2𝜈𝐿
0.2

𝑈𝐿

[2] 

𝑀𝑀𝐷 = 6𝑑0𝑅𝑒𝐿
−0.15 [3] 

𝑆𝑀𝐷 = 3330𝑑0
0.3𝜇𝐿

0.07𝜌𝐿
−0.648𝜎−0.15𝑈𝐿

−0.55𝜇𝐺
0.78𝜌𝐺

−0.052 [4] 

𝑆𝑀𝐷 = 47𝑑0𝑈𝐿
−1(

𝜎

𝜌𝐺
)0.25[1 + 331

𝜇𝐿

(𝜌𝐿𝜎𝑑0)
0.5]

[5] 

𝑆𝑀𝐷 = 2330𝜌𝐴
0.121𝑄0.131Δ𝑃−0.135 [6] 

𝑆𝑀𝐷 = 3.08𝜈𝐿
0.385(𝜎𝜌𝐿)0.737𝜌𝐴

0.06Δ𝑃𝐿
−0.54 [7] 

It is also an advantageous type of atomizer in cross flow. 
When a plain orifice is exposed to the atomizer air flow, larger 
drops enter the air stream. This disadvantageous behavior of 
the spray is advantageous, for example, by positioning the 
igniter in the region of small drops in a turbojet combustion 
chamber. 

b. Pressure-Swirl Atomizers:
Due to its wide application, pressure-swirl atomizers are

widely used. Besides, the physics of the event is not still well 
understood. The researchers obtained correlations with a low 
validity to understand the relationship between fluid 
properties, nozzle diameter and mean drop diameter. There are 
many factors affecting the mean drop diameter. These; fluid 
properties, surface tension, viscosity, flow rate, flow 
coefficient, Nozzle pressure difference, air characteristics, 
nozzle dimensions and swirl chamber length / diameter ratio 
(L / D). Table 2 presents the SMD correlations for pressure-
swirl atomizers. 
Table 2. Droplet Diameter Correlations in Pressure-Swirl Atomizers 

Correlation Aut

hor 

Description 

𝑆𝑀𝐷 = 7.3𝜎0.6𝜈𝐿
0.2�̇�𝐿

0.25Δ𝑃𝐿
−0.4 [8] Nozzle 

dimensions and 
air characteristics 
have no effect. 

𝑆𝑀𝐷 = 4.4𝜎0.6𝜈𝐿
0.16�̇�𝐿

0.22Δ𝑃𝐿
−0.43 [9] Nozzle 

dimensions and 
air characteristics 
have no effect. 

𝑆𝑀𝐷 = 133
𝐹𝑁0.64291

∆𝑃𝐿
0.22565𝜌𝐿

0.3215

[10] ∆𝑃𝐿 < 2.8 𝑀𝑃𝑎

𝑆𝑀𝐷 = 607
𝐹𝑁0.75344

∆𝑃𝐿
0.19936𝜌𝐿

0.3767

[10] ∆𝑃𝐿 > 2.8 𝑀𝑃𝑎

𝑆𝑀𝐷
= 2.25𝜎2.25𝜇𝐿

0.25�̇�𝐿
0.25∆𝑃𝐿

−0.5𝜌𝐴
−0.25 

[11] 

The flow number can be calculated as follows 

𝐹𝑁 =
�̇�𝐿

(∆𝑃𝐿𝜌𝐿)0.5  (5) 

Furthermore, the SMD correlation obtained in a wide flow 
number range using 6 different nozzles in 25 different fuels in 
internal combustion engines is below [13]. 

𝑆𝑀𝐷 = 10−3𝜎𝐿(6.11 + 0.32𝑥105𝐹𝑁√𝜌𝐿 −

6.973𝑥10−3√Δ𝑃𝐿 + 1.89𝑥10−6Δ𝑃𝐿)  (6) 

In this correlation the droplet diameter is strongly 
dependent on the surface tension. However, the effect of 
viscosity is not observed. 

c. Rotary Atomizers:
In these atomizers, the mean drop diameter is expected to

decrease as the rotation speed increases and to increase with 
liquid flow and viscosity. Matsumoto et al. [14] showed that 
the dimensionless drop diameter strongly depends on the 
number of We in the correlation obtained. This correlation for 
direct drop formation is given as follows. 

𝑆𝑀𝐷

𝑑
= 1.6𝑊𝑒−0.523  (7) 

Here, We number is calculated as = 𝜌𝐿𝑑3𝜔2

8𝜎
 ; 

They [12] developed the following correlation for the case 
where atomization occurred with the formation of ligaments 
around the outer periphery of the rotating disk. 

They developed this correlation when atomization 
occurred with the formation of ligaments around the outer 
periphery of the rotating disk: 

𝑆𝑀𝐷 =
0.177𝑄0.2

𝑁𝑑0.3 (8)

In another correlation, a relationship was given between 
the ligament diameter and the mean drop diameter. [13]. 

𝑆𝑀𝐷

𝑑𝑙
= (1.5𝜋)

1

3(1 + 3
𝑊𝑒

𝑅𝑒2)
1/6 (9)

In another study, the researchers developed the following 
correlation with a wide range of use, including disc diameter, 
rotational speed, flow and fluid characteristics for mean drop 
diameter correlation [14].   

𝑆𝑀𝐷 = 0.119
𝑄0.1𝜎0.5

𝑁𝑑0.5𝜌𝐿
0.4𝜇𝐿

0.1 (10) 

An interesting feature of this equation is that it shows that 
drop sizes will increase slightly with a decrease in liquid 
viscosity. As is known, the reduction in fluid viscosity results 
in a finer drop size. 

A more consistent correlation with a wide range of uses 
has been developed as follows [15]. 

𝑆𝑀𝐷 = 0.26𝑁−0.79𝑄0.32𝑑−0.69𝜌𝐿
−0.29𝜎0.26(1 +

1.027𝜇𝐿
0.65) (11) 

If the atomization takes place in the form of layer 
breakdown, the following correlation will be appropriate [14]. 

𝑆𝑀𝐷 = 15.6
𝑄0.5

𝑁
(

𝜎

𝑑2𝜌𝐿
)0.4

 (12) 

d. Air-assisted Atomizers:

These atomizers should be divided into two as internal 
and external mixtures. It is common to using internal mixing. 
It is often difficult to decide whether these atomizers are air 
assisted or air blasted. Air-assisted nozzles require less air 
than the other. Therefore, they are especially used in 
combustion chambers. 
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Wigg [16] explained that the dominant factor in the 
average drop diameter was the energy difference between the 
emerging spray and the inlet air. Then, in his studies, he gave 
the dimensionless mean drop diameter correlation as follows: 

𝑀𝑀𝐷 = 20𝜈𝐿
0.5�̇�𝐿

0.1(1 +
�̇�𝐿

�̇�𝐴
)0.5ℎ0.1𝜎0.2𝜌𝐴

−0.3𝑈𝑅
−1

      (13) 

In another study consistent with this correlation, they 
developed the following correlation [17]: 

𝑀𝑀𝐷 = 1 + 5(
�̇�𝐿

�̇�𝐴
)0.6�̇�𝐿

0.1   (14) 

In another study using water as a liquid and air as a gas, 
they developed the following empirical formula for SMD 
[18].  

𝑆𝑀𝐷 = 14𝑥10−6𝑑0
0.75(

�̇�𝐿

�̇�𝐴
)0.75   (15) 

 e. Air-blast Atomizers: 

The importance of air-blast nozzles has emerged with the 
potential to produce high-pressure gas turbine engines and to 
achieve significant reductions in exhaust fumes. According 
to the design of these atomizers have some varieties. These 
classified as flat, jet, and mixed. 

𝑆𝑀𝐷 =
0.585

𝑈𝑅
(

𝜎

𝜌𝐿
)0.5 + 53 (

𝜇𝐿
2

𝜎𝜌𝐿
)

0.225

(
𝑄𝐿

𝑄𝐴
)1.5 (16) 

In this correlation, which is valid for flat jet air blast 
atomizers, the effect of relative velocity and surface tension 
is seen in the first term on the right, while in the second term, 
the effect of viscosity with surface tension is seen. To 
illustrate this, the dimensionless drop diameter in a low 
viscosity fluid is proportional to the relative velocity. 

Prefilming air blast atomizers are more suitable for 
combustion applications because they intensify fuel droplets 
in a small area compared to flat jets. Bryan et al. [19] Bryan 
developed the following correlation in prefilming nozzles: 

𝑆𝑀𝐷 = 10−3(1 +
1

𝐴𝐿𝑅
)0.5[

(𝜎𝜌𝐿)0.5

𝜌𝐴𝑈𝐴
+ 0.06 (

𝜇𝐿
2

𝜎𝜌𝐴
)
0.425

] (17) 

This correlation has less dependence on ALR (air-liquid 
mass ratio) than many similar correlations.  

Spray Measurement Techniques  
High-speed photographing is often used to capture 

instantaneous images of spray droplets. It allows stochastic 
analysis of droplets. But it does not give a time-dependent 
droplet size distribution. The reason for this is that the 
deceleration rate of the drops is higher for small droplets. 
Photographs taken in this region require more control over 
small droplets. It is possible to calculate the average droplet 
velocity into a real time-dependent distribution.  

In recent years, laser measurement techniques have been 
used to determine particle size and velocity with significant 
advances. These are high-speed pulsed micro-photography, 
cinematography and holography. It provides information on 
the droplet size distribution and spray structure. The Laser-
Doppler Anemometer allows instantaneous droplet diameter, 
velocity, and regional drag coefficients to be detected by 
signal processing and high-speed data acquisition. 

Table 3. Spray Measurement Methods 

Spray Mesaurement Methods 

Mechanical Optical 

Collecting droplets in cells High speed 
photography 

Molten wax technique Holography 

Drop freezing technique 
Single particul 

calculation with 
laser 

Water sensitive paper 
method 

Malvern particul 
size analyzer 

 Density ratio 
method 

 

 III. Empirical droplet diameter distribution functions  

DD. Nukiyama-Tanasawa 

The Nukiyama - Tanasawa equation uses four parameters 
to simulate differential distribution frequencies for particle 
size diameters, so it is not easy to apply the distribution 
function to match experimental data [20]. It should be 
normalized by particle size distribution to be more useful. 
Some researchers suggested p = 2 [15]. 

𝑑𝑁

𝑑𝐷
= 𝑎𝐷𝑝𝑒𝑥𝑝 − (𝑏𝐷)𝑞    (18)

       

EE. Rosin-Rammler 

The Rosin-Rammler function represents the distribution 
of drop sizes in a spray as a function of the two 
parameters. 

1 − 𝑄 = 𝑒𝑥𝑝 − (
𝐷

𝑋
)𝑞     (19)

   

Here Q is the volumetric ratio of the total drop volume of 
those smaller than D. X and q are constants. q allows the 
measurement of the dispersion of the drop diameter. More 
uniform spray is obtained at higher q values. For example, if 
q is assumed to be infinite, all spray droplets will be of the 
same size. However, this value generally ranges between 1.5-
4. Rotary atomizers are up to 7. 

FF. Upper-Limit Function 

The volume distribution equation is as follows: 

𝑑𝑄

𝑑𝑦
= 𝛿𝑒

−𝛿2𝑦2

√𝜋     (20)
       

Here y; it is calculated in the following way, although it 
varies from -∞ to +∞.  

𝑦 = ln
𝑎𝐷

𝐷𝑚−𝐷
     (21)

       

Accordingly, the SMD is expressed as follows: 

𝑆𝑀𝐷 =
𝐷𝑚

1+𝑎 exp (
1

4𝛿2)
    (22) 

Reduction of δ in the SMD function indicates that we get 
more uniform spray. 
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The upper limit distribution function accepts a realistic 
spray for finite minimum and maximum drop sizes. 

As a result, it is seen that the drop diameter distribution 
should be given with the best empirical representation that 
can be obtained in each case.  

In order to relate the atomization mechanisms to one or 
more distribution functions, a function must generally 
represent the drop size distribution. There is no theoretical 
justification for a belief (or expectations) about the 
superiority of any function. Probably the best reason to 
choose a particular distribution function would be its 
mathematical simplicity, ease of calculation, and consistency 
with the physics of the event. 

II. CHARACTERISTIC DROP DIAMETERS  
For most engineering applications, the distribution of 

drop sizes in a spray can be briefly represented as a function 
of the two parameters; one is a representative diameter and 
the other is a measure of the drop size range.  

Figure 1 shows the location of the various representative 
diameters over the distribution. 

 
Figure 1. The location of some representative drop diameters 
in distribution 

The general formulation of characteristic drop diameters 
is as follows.  

𝐷𝑝𝑞 = [
∑𝑁𝑖𝐷𝑖

𝑝

∑𝑁𝑖𝐷𝑖
𝑞]1/(𝑝−𝑞)    (23)

  
Table 4 presents important characteristic drop diameters and 
application areas. 

Table 4. Avarage droplet diameters 

p q p+q Symbol Name Application 

1 0 1 D10 Length Comparison 
2 0 2 D20 Surface 

area 
Surface area control 

3 0 3 D30 Volume Volume control 
2 1 3 D21 Surface 

area and 
Length 

Absorption 

3 1 4 D31 Volume 
and length 

Evaporation, 
molecular diffusion 

3 2 5 D32 SMD Heat and mass 
transfer, reaction 

4 3 7 D43 Herdan Combustion 

It is important to make clear the difference between the 
representative diameter and the SMD, which is an indicator 
of the quality of atomization. For example, representative 
diameters such as MMD play an important role in 
determining droplet diameter distribution. However, only the 
SMD can accurately show the sensitivity of the spray in terms 
of cooling and combustion applications.  

As a result, no single parameter can fully define the drop 
diameter distribution. The following figure shows the drop 
diameter spectrum. Here, the usage intervals according to the 
diameter are given briefly. 

 
Figure 2. Droplet diameter spectrum (D, µm) 

Droplet diameter distributions are as important as the 
mean drop diameter. Some spray applications such as 
painting and aerosol need narrow size distribution, and 
combustion applications such as gas turbine engines need 
wide-range distribution. It is also an issue that should be 
examined in a very wide range, such as agricultural and food 
sprays where low number of small droplets is desired, as well 
as internal combustion engines where low number of very 
large droplets is desired. 

Droplet diameter distributions are defined by 4 methods. 
These are the empirical method, MEF (maximum entropy 
formalization), DPF (Discrete probability function) and 
stochastic method.  

MEF assumes that spray formation is a random process 
that can be defined using the entropy maximization principle 
[21] [22]. Most probable droplet diameter distribution 
conforms to entropy maximization under physical constraints 
[18]. The DPF method assumes spray formation as a 
combination of random and non-random processes. The 
stochastic (estimated) breakup model assumes that the 
possibility of forming small drops by the separation of spray 
pieces is independent of the main drop size. Which of the 
empirical methods is more appropriate is controversial. For 
example,  Déchelette et al. [23] reported that Nukiyama-
Tanasawa was most suitable in the droplet diameter 
distribution study. They showed that Rosin-Rammler gave a 
weak result and that the Log-normal distribution was stable. 
Although he gave the best results, they mentioned some of 
the problems of Nukiyama-Tanasawa.  

In addition, a disadvantage of the empirical method is to 
make extrapolation in the calculations outside the 
experimental range. As a result, the empirical method is 
flexible if these methods are compared. It can be used in any 
non-pathological model. MEF provides good results in many 
cases. It is useful for the physics of breakup and drop 
diameter distribution. It gives better results in secondary 
atomization regimes. The DPF method tries to re-solve the 
difficulties encountered in the mathematical definition in the 
MEF method. If the PDF is obtained experimentally, the 
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predictive power of DPF is reduced. The stochastic method is 
suitable for both primary and secondary atomization. 
However, it can only be used in high We numbers. 

 III. HEAT TRANSFER DURING SPRAY 
The heat transfer in the spray can be analyzed depending 

on the conservation rate of the energy equation for the open 
thermodynamic system shown in Figure 3. 

 
       Figure 3. Heat transfer mechanism on spray cooling 

 
Liquid evaporation takes place with the heat flux on the 

surface. The mass flow of the impinging droplets 
accumulates on the surface and is collected on the surface as 
a liquid film. This occurs away from the surface in the form 
of secondary droplets or evaporates into the environment. 
Initial surface temperature is a key parameter in the analysis. 
According to classical boiling theory, the liquid is evaporated 
from the surface by heat. In film evaporation and boiling 
regimes, the liquid film on the surface is considered a wet 
regime. Due to the bubbling of the surface due to boiling, the 
secondary atomization mechanism is forced [24] [25].  

Heat transfer should be analyzed locally and generally on 
all surfaces. Depending on the surface temperature, 
geometry, roughness and heat source, the heat flux can be 
increased or limited locally and generally due to the contact 
of liquid to the surface. The result of this definition locally is 
an empirical correlation for Nu number.  

SMD is helpful in combustion or droplet evaporation 
studies, but the energy released by chemical reaction or fuel 
volatilization is dependent on the surface area of the spray. 
That’s why it may not necessarily be the most appropriate for 
use in spray cooling heat transfer since the droplets impact 
the surface and form a thin film that evaporates. An estimate 
of d32 can be obtained from a correlation suggested by [26] 

𝑑32

𝑑0
= 3.07(

𝜌𝑣
0.5∆𝑃𝑑0

1.5

𝜎0.5𝜇𝑙
)−0.259   (24) 

 

IV. CONCLUSIONS 
In this study, the results of the researches on spray 

characteristic diameter correlations in published documents 
and the approaches followed in the studies are given. The 
following issues can be highlighted in the light of current 
articles: 

- For different working conditions and spray characteristic 
diameters in a single frame and double phase flow have been 

focused. In particular, droplet diameter distribution 
correlations that give us detailed information about the spray 
have been compiled.  

- The collecting computable correlations were compiled 
for SMD, which is commonly used for spray cooling, 
combustion and engine applications. 

- Some of the correlations is generally limited information 
about the diameter of the spray while others are selected 
according to the working conditions gives us detailed 
information about the process. 

- The appropriately selected correlation  for the process is 
quite useful for estimating roughly. The particle diameter 
obtained from the correlation used in accordance with the 
selected nozzle is important to control operational conditions 
and availability. 

-The advantages and disadvantages of empirical 
corelations for drop distribution in different diameter were 
discussed in detail. 

In addition, many spray properties such as cone angle, 
patternation, radial particle distribution, equivalent spray 
angle, environment flow distribution and evaporation should 
be examined. 
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Abstract— Sub-optimal consensus based formation control is 

designed in this paper for a team of fixed-wing Unmanned 

Aerial Vehicles (UAV’s). The group of UAV’s moving at fixed 

altitudes are controlled through a formation controller to drive 

them to a pre-defined formation shape. Feedback linearization 

method is utilized to cancel the nonlinear dynamics of the UAVs 

and the linearized dynamics are controlled through the optimal 

consensus based formation controller.  

       
    Keywords- multiple UAVs; consensus; formation control; 

optimal control;  feedback linearization; 

[2] INTRODUCTION  
Formation control of multiple aerial vehicles (MUAVs) are 
payed attention by researchers in the last decades [1]-[9] due 
to potential civilian and military applications of MUAVs. 
Using MUAVs together in larger environments,  provides 
much more advantageous when compare to a single UAV. 
For instance, searching and rescuing operation in a large field 
[1]; load transformation task when the load can’t be carried 
and stabilized by a single UAV [2]; tracking a moving target 
[3]; observing larger fields in public safety applications [4] 
or area surveillance [5] or so on.  

Several different formation control approaches [6]-[9] are 
proposed for MUAV’s such as leader-follower approach [8], 
virtual structure approach [9], and consensus based approach 
[6][7]. In this paper, consensus-based formation control 
approach is considered due to scalability and robustness 
properties. The UAVs share their position errors from their 
desired locations.  The shared information is then synthesized 
into a control law which seeks to achieve the same position 
error for all UAVs until each UAV has reached its goal 
position. By reaching and maintaining consensus on the 
position errors, the desired formation shape is achieved and 
maintained.  The main tasks in consensus-based controllers 
are described as: i) given an initial state, achieve a pre-
defined formation, and ii) maintain the formation while the 
MUAVs reach their desired locations.  

In this work, the Argebraic Riccati Equetion based linear 
optimal controller is utilized for a networked fixed-winged 
UAV formation. The nonlinear dynamics of the UAV 
formation is linearized by using feedback linearization 
similar to [10]. Then the linearized dynamics are stabilized 
optimally 

The paper is organized as follows. The backgrounds on 
leader follower based formation control design, regulation 
control and consensus based formation controller design 
developed in [10] for fixed-wing UAVs are given 
respectively in Section II. Secondly, in Section III, the sub-
optimal consensus-based formation control approach for 

fixed-wing UAVs is discussed. Section V finally provides 
some concluding remarks.         

[3] BACKGROUND AND PRELIMINARIES 
In this section, background on leader-follower formation 
controller, regulation control and consensus-based formation 
control of UAV’s is given. 

A. Leader-Follower Based Formation Control of UAVs 

The simplified model of the thi   fixed-wing UAV given in 
Fig. 3 is given as [8] 
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where 
ix   and 

iy  are the Cartesian positions, 
i  is the 

heading angle, 
iv   is the linear velocity, and 

ih   is altitude of 

the thi  UAV. In addition, , ,andic ic ich w v  are the altitude 

hold, heading-turn-rate hold, and the comments to the March 

hold channels of the autopilot, respectively. 
, , ,andv w ha hbk k k k  are known positive design constants those 

depend on the autopilot. 
    In Fig. 3, there are two fixed-wing UAV’s, one of them is 
the wing (follower) and the other one is the leader UAV. The 
leader tracks a desired trajectory and the follower maintains 
a desired relative bearing angle and a relative distance to the 
leader UAV.  Now, assume that the thk   UAV is the leader 
and the thj  UAV is the follower, then the desired relative 

separation and bearing is given in [8] as
T

d d d

ij jk jkF l      

with d

jkl   being the desired distance and 
3

2 2
d

jk

 


 
  
 

  is 

the desired relative bearing angle between the follower and 
the leader UAV’s as shown in Fig. 3.  
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Fig. 3 Wing-leader Configuration [8] 

 
    The actual formation of the thk  UAV is given as 

3
2 2

T

jk jk jkF l
 


 

      
 

R   ,                        (3)    

in which the relative bearing  and the relative distance are 
defined, respectively as 

 1tanjk j k j k jy y x x        , 

   
2 2

jk j k j kl x x y y     

. Then, the formation errors and filtered formation errors are 
defined respectively for the thk   UAV as d

kj jk jkF F    and  

k k kr K     ,                                                                       (4) 
with K  being a designed positive definite matrix.  
    The dynamics of filtered formation errors (4) are given 
after some steps followed in [8] as 
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where         1 1 2, , , andg g f f     are the dynamics 

matrices defined similar to [8] ,
T

j j jv v w     , 

 k k ku v w . 
Formation controller which solves the filtered formation 
error dynamics (5) is developed in [8]  as 
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             (6)  

with   2
kr R  being a sliding vector function so that the 

sliding condition is guaranteed. 
Lemma 2 [8]:  The control law (6) ensures stable sliding 
surface dynamics of the system in (4) and that all system 
signals are bounded under closed loop operation and the 
tracking error is asymptotically stable: 

   lim , 0t k kt t    . 
Next, a regulation controller is designed for the   𝑘𝑡ℎ UAV 

to drive it to its desired location. 

B. Regulation Control of UAVs 

The desired formation is defined for the thk   UAV as  
T

d d d

ij jk jkF l      in the previous section. To bring the UAV 

to a desired location, define the regulation errors for the thk  
UAV as  

T

k k ke l    where 

   
2 2

d d

k k k k kl x x y y     is the distance from the 

desired location and   1tan d d d

k k k k k ky y x x        

is the bearing angle error with , , andd d d

k k kx y   are the desired 
Cartesian positions and the bearing angle, respectively. The 
filtered regulation errors can be given as  

k k ke Ke    .                                                                          (7) 
Then, the dynamics of the filtered regulation errors (7) can 

be given as 
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The regulation controller to stabilize the error dynamics (8) 
is given as  
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with   2
kr R  being any sliding vector function so that 

the sliding condition is guaranteed. 
 
 Lemma 1[14]:  The control law (9) ensures stable sliding 
surface dynamics of the system in (7) and that all system 
signals are bounded under closed loop operation and the 
tracking error is asymptotically stable in the sense that 

   lim ,e 0t k ke t t   . 
Next, the consensus-based formation controller is given. 

C. Consensus Based Formation Control of UAVs 

In this section, consensus-based formation controller 
developed in the previous work [10] for MUAV’s shown in 
Fig. 3 is given. The goal of the consensus control is bringing 
all regulation errors to a same consensus-value, 

   0
1

N

k f k

k

e t e t


   where 0,ft t are the final and the initial 

time.  
Assumption 1: The connectivity network forms a spanning 
tree [11]. 

    Recall the regulation errors for each UAV in the 
network,  

T

k k ke l    in terms of their positions and 
orientations.  

The consensus errors are defined for each UAV as a 
function of the regulation error of the UAV and its neighbors 
as 
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with ,k kN   being the set of UAVs and number of UAVs in 

the neighborhood of the thk UAV.  
Now, define the states for the virtual UAV as  

1 1,,
k k

j i j i

k ki N i N

l l  
 

 

     

Then, the formation errors (10)  can be rewritten as 
lk k jl l   k k j    . Define the formation error ,

T

kj lk k      , and the filtered formation error as  

k kj kjK     .                                                                          (11) 
Then, the filtered formation error dynamics becomes  
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The consensus-based formation controller can be proposed as  
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with   2
kr R  can be choosen  by using linear control 

tecniques. 
 
Lemma 2 [2]:  The control law (13) ensures stable sliding 
surface dynamics of the system in (11) and that all system 
signals are bounded under closed loop operation and the 
formation error is asymptotically stable: 

   lim , 0t k kt t    . 
Next, the optimal consensus-based formation controller 
design is presented for UAV’s. 

[4] Optimal Consensus-Based Formation Control of 
UAV’s 

In this section, the sub-optimal consensus-based formation 
controller is developed for a group of fixed-wing UAV’s 
described by (1) and (2).  
In the controller formula (15), define 
  *

k k kr Ar Bu                                                             (16) 

where 2 2 2,xA B R R  are the state matrix and control 
vector defined by the user, * 2

ku R  is the optimal control 
input.  Then, the closed loop error dynamics become linear. 
Now, the goal is to find the optimal controller gain *

ku  . 
For the optimal consensus-based formation controller of 
linear systems, solution of the Ricatti equation can be used.  
Define the finite horizon cost function as 

            * * *

0

,
T

T T T

k k k k k k k kC r u r s Qr s u s Ru ds r T S r T     

                                                                                        (17) 
with  2 2 2 2,x xQ R R R  are positive definite matrices, 

2 2xS R  is positive semi definite matrix, then, the following 
controleer is proposed  

* PrT

k ku B      (18) 
with P being the solution of the following algebraic Riccati 
Equetion  

  .

T TP PBB P PA A P Q

P T S

     


                                          (19)  

    Next, some concluding remarks are provided. 

[5]     Conclusions and future work 
In this paper, the consensus based formation controller design 
was extended to the sub-optimal consensus-based formation 
controller for the fixed wing UAVs. Future work will 
investigate extending the approach in the presence of 
unknown UAV dynamics. Nonlinear adaptive optimal 
consensus based formation control for fixed-winged UAVs  
also can be considered a potential future work.   
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Sliding Mode Controller Design for PMDC 

Motor 
 

 

 
 
 
 

Abstract—This study presents an accurate control for the 

PMDC motor by using a sliding mode control (SMC) technique 

to increase the trajectory tracking of the speed during the 

motion. Two different control techniques are taken into account 

for the experimental study. The first control technique is the 

SMC method which is utilised to improve the system’s 

performance of the speed trajectory tracking, while the second 

method is the proportional-integral-derivative (PID) controller. 

As a result of this study, the experimental outcomes 

demonstrates that the SMC method provides a quite good 

trajectory tracking response and smaller magnitude overshot 

compared with the classical PID controller. 

Keywords—PMDC motor, PID control, Sliding mode control, 

trajectory control 

I. INTRODUCTION  
As we know that the electrical energy is converted to 
mechanical energy by electric motors. Due to direct current 
motor's high torque, high efficiency, easy controllability and 
continuous control characteristic, many fields of daily life, 
such as paper machines, electric cars, robotic field, home 
applications prefer to use DC motors [1-3]. Due to the easy 
design of the DC motors, such motors are usually controlled 
by the PID controller and the parameters of this controller are 
adjusted either experimentally or by defining the best 
mathematical model of the system. Therefore, when DC 
motors operate at high speeds, non-linear conditions occur. 
Generally, these non-linear states are not taken into account 
because they do not affect the system much during the 
operation of DC motors.  Also, if the system to be controlled 
is in a non-linear complex structure and the model is not 
precisely defined, conventional controllers such as PID are 
insufficient in the precise control of the system [4-5]. In 
addition, the parameters of the electric motor vary over time 
depending on the motor load, operating speed and 
temperature. 
In the cases mentioned above, the PID controller loses its 
effectiveness and is negatively affected during the motion and 
may likely fail to provide the desired output in desired time. 
Therefore, it is necessary to control the system with a more 
reliable and effective controller to eliminate the stated 
situations.  
In some studies in the literature, the SMC method has been 
performed to overcome the unwanted effects mentioned 
above during the motion [6]. In [6], to show the performance 
of the SMC method, the experimental application was also 
executed with the PID type controller. The experimental 
system was first operated without the disturbance effect and 
then operated with variable load conditions. It was observed 

that the SMC controller had a good settling time, fast 
response to disturbing effects and a good trajectory tracking 
response during the motion.  
In other studies [7-9], the speed of the DC motor was 
controlled by the SMC method and the results were compared 
with the PID method. SMC has been shown to be a powerful 
controller against sudden disturbing effects. 
In this study, due to the advantages of the above-mentioned 
SMC method, the SM speed control of a permanent magnet 
synchronous motor under load was carried out 
experimentally. All the dynamic model of the permanent 
magnet synchronous motor has been made for the 
experimental study. The proposed SMC technique minimizes 
the speed errors for certain predefined trajectories. According 
to the experimental results, it was observed that mathematical 
modelling for PMDC motor was correct and SMC method 
increased the trajectory tracking performance, according to 
the classical PID method during the motion and SMC is a 
more robust controller against the uncertainties in the system.  

II. DYNAMIC MODEL OF PMDC MOTOR 
Electrical and mechanical model for PMDC motor is given 

as in figure 1. First, electrical circuit equations will be 
obtained for the PMDC motor. According to these electrical 
equations, the equations of motion related to the load angular 
speed will be obtained in terms of the voltage applied to the 
input of the PMDC motor. After this step, mechanical 
structure equations of PMDC motor will be defined as shown 
Fig.1 and the equations of the mechanical part of PMDC will 
be combined with the equations of the electrical part. 

A. Electrical Equation of the PMDC Motor 

 The relation between the back-emf voltage 𝑒𝑏(𝑡) with the 
back-emf constant, 𝑘𝑚 , and the motor shaft speed, 𝜔𝑚 , 
presented in (1). 

𝑒𝑏(𝑡) = 𝑘𝑚𝜔𝑚(𝑡)

The electric circuit part in Fig. 1 is given as follows; 

𝑉𝑚(𝑡) −  𝑅𝑚𝐼𝑚(𝑡) −  𝐿𝑚
𝑑𝐼𝑚(𝑡)

𝑑𝑡
− 𝑘𝑚𝜔𝑚(𝑡) = 0     

As noted in Table 1,    𝐿𝑚  is much smaller than  𝑅𝑚 in Eq. 2. 
Therefore,  𝐿𝑚 was neglected, in this case, if we rearrange Eq. 
2, the following electrical equation is given as follows; 

𝑉𝑚(𝑡) −  𝑅𝑚𝐼𝑚(𝑡) − 𝑘𝑚𝜔𝑚(𝑡) = 0              (3) 

Considering the Eq. (3), the motor current 𝐼𝑚(𝑡) is given as; 

𝐼𝑚(𝑡) =
𝑉𝑚−𝑘𝑚𝜔𝑚(𝑡)

𝑅𝑚
                                  (4) 
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B. Mechanical  Equation of the PMDC Motor 

The load equation of the movement of the PMDC motor 
based on Newton's second law is given by; 

𝐽𝑙
𝑑𝜔𝑙(𝑡)

𝑑𝑡
+ 𝐵𝑙𝜔𝑙(𝑡) = 𝜏𝑙(𝑡)                     (5) 

 The total torque applied to the load is indicated by  𝜏𝑙  in 
Eq. (5). 

 

Fig. 1. Schematic of the PMDC motor 

 In addition, the following equation defines the motor shaft. 

𝐽𝑚
𝑑𝜔𝑚(𝑡)

𝑑𝑡
+ 𝐵𝑚𝜔𝑚(𝑡) + 𝜏𝑚𝑙(𝑡) = 𝜏𝑚(𝑡)          (6) 

 The load torque caused by the load at the motor shaft is 
defined by 𝜏𝑚𝑙 . Eq. (7) defines the load shaft torque as 
follows; 

𝜏𝑙(𝑡) =  𝜂𝑔𝐾𝑔𝜏𝑚𝑙(𝑡)                          (7) 

 Hence, the motor shaft torque including the gear is defined 
as follows; 

𝜏𝑚𝑙(𝑡) =
𝜏𝑙(𝑡)

𝜂𝑔𝐾𝑔
                               (8) 

 The relation of the motor shaft and the load shaft is given 
as follow;. 

𝜃𝑚(𝑡) =  𝐾𝑔𝜃𝑙(𝑡)                           (9) 

The equation between the angular velocities is obtained by 
taking the time derivatives of the above equation as follows; 

𝜔𝑚(𝑡) =  𝐾𝑔𝜔𝑙(𝑡)                        (10) 

If we put the above equations (5), (8) and (10) into the 
equation (6), the differential equation of motion according to 
the applied motor torque is as follows; 

𝐽𝑚𝐾𝑔
𝑑𝑤𝑙(𝑡)

𝑑𝑡
+ 𝐵𝑚𝐾𝑔𝜔𝑙(𝑡) + 

𝐽𝑙(
𝑑𝑤𝑙(𝑡)

𝑑𝑡
)+𝐵𝑙𝑤𝑙(𝑡) 

𝜂𝑔𝐾𝑔
= 𝜏𝑚(𝑡)(11) 

The sum of the coefficients of the load shaft velocity and 
acceleration gives the following equation; 

(𝜂𝑔𝐾𝑔
2𝐽𝑚 + 𝐽𝑙)

𝑑𝑤𝑙(𝑡)

𝑑𝑡
+ (𝜂𝑔𝐾𝑔

2𝐵𝑚 + 𝐵𝑙)𝜔𝑙(𝑡) =

𝜂𝑔𝐾𝑔𝜏𝑚(𝑡)                               (12) 

Obtained the following equations; 

𝐽𝑒𝑞 = 𝜂𝑔𝐾𝑔
2𝐽𝑚 + 𝐽𝑙                              (13) 

𝐵𝑒𝑞 = 𝜂𝑔𝐾𝑔
2𝐵𝑚 + 𝐵𝑙                              (14) 

and simplify the equation as; 

𝐽𝑒𝑞 
𝑑𝜔𝑙(𝑡)

𝑑𝑡
+ 𝐵𝑒𝑞 𝜔𝑙(𝑡) = 𝜂𝑔𝐾𝑔𝜏𝑚(𝑡)             (15) 

Combines electric and mechanic equations to define the 
load shaft speed according to the voltage applied to the PMDC 
motor. 

 

 

Fig. 2. Experimental platform 

As seen from the equation given below, there is 
proportionality between voltage and motor torque and is 
described as follows; 

𝜏𝑚(𝑡) =  𝜂𝑚𝑘𝑡𝐼𝑚(𝑡)                            (16) 

 In Eq. (16), the motor efficiency, the current torque 
constant and the armature current are shown by 𝜂𝑚 , 𝑘𝑡  and 
𝐼𝑚 , respectively. If 𝐼𝑚  in Eq. (4) is substituted into the Eq. 
(16), the following equation is observed; 

𝜏𝑚(𝑡) =  
𝜂𝑚𝑘𝑡(𝑉𝑚(𝑡)− 𝑘𝑚𝜔𝑚(𝑡))

𝑅𝑚
                   (17) 

 In Eq. (17), if 𝜔𝑚(𝑡) is replaced with Eq. (10), 𝜏𝑚(𝑡) is as 
follow; 

𝜏𝑚(𝑡) =  
𝜂𝑚𝑘𝑡(𝑉𝑚(𝑡)− 𝑘𝑚𝐾𝑔𝜔𝑙(𝑡))

𝑅𝑚
                   (18) 

If we substitute (18) into (16), we get: 

𝐽𝑒𝑞 (
𝑑

𝑑𝑡
𝜔𝑙(𝑡)) + 𝐵𝑒𝑞 𝜔𝑙(𝑡) =  

𝜂𝑔𝐾𝑔𝜂𝑚𝑘𝑡(𝑉𝑚(𝑡)− 𝑘𝑚𝐾𝑔𝜔𝑙(𝑡))

𝑅𝑚
    (19) 

If we edit the equation above, the (19) can be shown as 
follows; 

(
𝑑

𝑑𝑡
𝜔𝑙(𝑡)) 𝐽𝑒𝑞 + (

𝑘𝑚𝜂𝑔𝐾𝑔
2𝜂𝑚𝑘𝑡

𝑅𝑚
 +  𝐵𝑒𝑞)𝜔𝑙(𝑡) =

 
𝜂𝑔𝐾𝑔𝜂𝑚𝑘𝑡𝑉𝑚(𝑡)

𝑅𝑚
                            (20) 

The Eq. (20) can be given as; 

(
𝑑

𝑑𝑡
𝜔𝑙(𝑡)) 𝐽𝑒𝑞 + 𝐵𝑒𝑞,𝜐𝜔𝑙(𝑡) =  𝐴𝑚𝑉𝑚(𝑡)         (21) 

𝐵𝑒𝑞,𝜐  is the equivalent damping term and this equation is 
defined by; 

𝐵𝑒𝑞,𝜐 =  
𝜂𝑔𝐾𝑔

2𝜂𝑚𝑘𝑡𝑘𝑚+𝐵𝑒𝑞𝑅𝑚

𝑅𝑚
                      (22) 

and the actuator gain 
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𝐴𝑚 = 
𝜂𝑔𝐾𝑔𝜂𝑚𝑘𝑡

𝑅𝑚
                              (23) 

III. SLIDING MODE CONTROL 
In this section, Sliding Mode Control technique is 

designed considering the uncertainty and external 
disturbances for a PMDC motor that works under load. The 
control signal used in the sliding-mode control method 
consists of two components. The first is the equivalent control 
component used to minimize the error values. The second 
component is the switching control component, which can 
sensitize the system to the disturbing effects caused by 
unknown uncertainties. As is known, the purpose of all control 
methods is to minimize the tracking error function (𝒆) between 
the input (𝒒𝒅) and the system output (𝒒) as shown in Eq. (24). 

𝑒 = [𝑞𝑑 − 𝑞]                                    (24) 

In order to minimize this error function in the sliding-mode 
control method, a s-slip surface function, first indicated by Eq. 
(25), must be defined. 

𝑠 = 𝜆𝑒 + �̇�                                      (25) 

In Eq. (25), the defined value 𝜆  is a positive matrix with 
constant coefficient. If, in one way, the error function is 
dependent on the first derivative and 𝜆 values of this function, 
the equivalent control function, which is the first stage of the 
sliding-mode control method, can be correctly defined if the 
slip surface function and its n th degree derivatives are close 
to zero. For this purpose, the first derivative of the sliding 
surface function is obtained as in Eq. (26) by taking the 
derivative of Eq. (25) according to the time. 

�̇� = 𝜆�̇� + �̈�                                      (26) 

If the second derivative of the error function defined in Eq. 
(24) is taken and put into the Eq. (26), the first derivative of 
the sliding surface function can be defined by Eq. (27) with a 
different representation as follows; 

�̇� = 𝜆�̇� + (�̈�𝑑 − �̈�)                             (27) 

Standard output of the motor is expressed as follows; 

�̈� = 𝑓(𝑞, �̇�, 𝑡) + 𝑔(𝑞, 𝑡)𝑢(𝑡) + 𝜉(𝑡, 𝑢(𝑡))         (28) 

If the �̈� function defined in Eq. (28) is put into the Eq. (27), 
the first derivative of the sliding surface function can be 
redefined by Eq. (29) as follows; 

�̇� = 𝜆�̇� + �̈�𝑑 − 𝑓(𝑞) − 𝑔(𝑞)𝑢                 (29) 

If we equalize this equation to zero, the equivalent control 
function can be found as follows; 

𝑢𝑒𝑞 =
−𝑓(𝑞)

𝑔(𝑞)
+

𝜆�̇�

𝑔(𝑞)
+

�̈�𝑑

𝑔(𝑞)
                  (30) 

In order to minimize unwanted disturbance effects, in addition 
to the defined equivalent control function, a switched control 
function, (𝑢𝑠𝑐),expressed in Eq. (31), must be added to the 
control signal. 

𝑢𝑠𝑐 = 𝑘𝑥𝑠𝑔𝑛(𝑠)                       (31) 

The 𝑘𝑥 value defined in Eq. (31) is referred to as the switched-
over gain matrix. The mathematical expression of the 𝑠𝑔𝑛(𝑠) 
function in the equation is as follows; 

𝑠𝑔𝑛(𝑠) = {
1 → 𝑠 > 0
0 → 𝑠 = 0

−1 → 𝑠 < 0
}                (32) 

Thus, the total feedback sliding mode control function (𝑢) for 
the PMDC motor can be written as follows; 

𝑢 = 𝑢𝑒𝑞 + 𝑢𝑠𝑐 =
−𝑓(𝑞)

𝑔(𝑞)
+

𝜆�̇�

𝑔(𝑞)
+

�̈�𝑑

𝑔(𝑞)
+ 𝑘𝑥𝑠𝑔𝑛(𝑠)     (33) 

In practice, the control signal given in Eq. (33) may cause 
oscillations due to high frequency switching, and these 
oscillations are called the chattering effect. In order to 
overcome this unwanted effect during the application, the sat 
function is used instead of the sgn function. 

IV. EXPERIMENT 
In this study, a PMDC motor was run in real time to show 

the superiority of the proposed SMC controller over the 
conventional PID controller. The square speed reference is 
given for the predetermined reference trajectory. Using the 
dynamic model of the PMDC mentioned in the second section, 
the angular speed change required by the PMDC motor to 
follow the reference trajectory is given in Fig. 3 and the 
performance of the controller is also given in Fig. 5. In 
addition, the angular speed error that occurs when the PMDC 
motor is tracking the reference trajectory is given in Fig. 4.  

Given the results of the graphs shown, it is seen that the 
recommended controller provides trajectory tracking with 
much less errors than the classical PID. Although the gain 
parameters of the PID are chosen to optimally follow the 
reference trajectory, the classical PID controller is not able to 
respond robustly to the sudden changes in the given square 
reference during the motion. This causes angular velocity 
errors in the trajectory tracking of the PMDC motor. Hence, 
using the SMC instead of PID, it was seen that the system's 
trajectory tracking control performance increased. The reason 
for this is that the SMC uses the full dynamic model of the 
PMDC motor and takes into account the non-linear 
expressions that exist in the system. Thus, it is seen that the 
proposed controller gives a more robust trajectory monitoring 
performance under load. 

Table 1. PMDC Motor Parameters 

Sym Description Value 

𝑅𝑚 Motor armature resistance 2.6Ω 
𝐿𝑚  Motor armature inductance 0.18 mH 
𝑘𝑚  Motor back-emf constant 7.68

× 10−3 V/ rad s⁄  
𝑘𝑡 Motor current-torque constant 7.68 × 10−3 Nm/A 
𝐾𝑔 Ration of the gear 14 
𝜂𝑚 Efficiency of the PMDC motor 0.69 
𝜂𝑔 Efficiency of the Gearbox 0.90 
𝐽𝑚 Moment of inertia of the Motor shaft 3.90 × 10−7 kgm2 
𝐽𝑙 Moment of inertia of the Load 1.03 × 10−4 kgm2 

𝐵𝑚  The motor shaft’s viscous friction 1.07
× 10−9 Nm/rad/s 

𝐵𝑙  The load shaft’s viscous friction 4.41
× 10−6 Nm/rad/s 
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Fig. 3. Angular speed graph 

 
Fig. 4. Angular speed error 

 
Fig. 5. Control signal during the motion  

V. CONCLUSION 
In this study, firstly a mathematical model of a PMDC 

motor was extracted and a dynamic model was obtained. In 
order for this dynamic model to follow the given reference 
trajectory with the least error, SMC technique, which is a 
strong and robust controller against the unknown disturbing 

effects in the system, has been designed. Considering the real-
time control of the PMDC motor, it is seen that the 
recommended controller follows the reference trajectory 
better than the PID controller. The reason for this is that the 
proposed controller uses the full dynamic model of the system 
and takes into account the uncertainties in the system.  
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Abstract— SiO2 and SiO2@ZnO nanoparticles were 

synthesized by Stöber and sol-gel method, respectively. The 

characterization of synthesized nanoparticles was determined 

by SEM-EDS and XRD analyzes. The photocatalytic activity 

tests were tested on Acid Red 27 dye and the photocatalytic 

activity of SiO2 @ZnO photocatalysts was found to have higher 

photocatalytic activity compared to commercial ZnO. 

Keywords— photocatalyst, core-shell, photocatalytic 

decomposition, SiO2@ZnO. 

I. INTRODUCTION  

Photo-catalytic degradation of organic pollutants by 
semiconductor photocatalysts is a promising approach for 
environmental treatment [1]. Among these photocatalysts, 
TiO2 and ZnO are the two semiconductors most frequently 
studied because of their lower cost, biocompatibility and high 
thermal and chemical properties [2, 3]. Compared to TiO2, 
ZnO has a direct band gap of 10-100 times higher electron 
mobility and consequently a lower electrical resistance and 
improved electron transfer efficiency. Therefore, ZnO is 
considered as a suitable alternative to TiO2 [4]. However, the 
photocatalytic performance of ZnO is not high enough to meet 
the practical requirements due to the broadband gap (3.37 eV) 
and rapid recombination of electron-gap pairs [5]. It has been 
found that photo-induced carriers can be effectively separated 
in composite materials to prepare a highly efficient ZnO for 
practical application [6]. 

SiO2 is a promising material because it is chemically 
stable except for a strong acid or base. In addition, silica has a 
low refractive index that can contribute to effective 
stimulation with ultraviolet light [7]. SiO2 is combined with 
some semiconductor photocatalysts to improve the 
photocatalytic process. SiO2 has high thermal stability, 
excellent mechanical strength and can create new catalytic 
active regions due to the interaction between semiconductor 
photocatalysts and SiO2. In addition, SiO2 can act as carriers 
of semiconductor photocatalysts and can help to obtain a 
suitable porous structure as well as a large surface area [8]. 

The photocatalytic property of the semiconductor oxide 
depends on its physical and chemical properties. Several 
studies have been conducted to improve the photocatalytic 
performance of ZnO by improving the synthesis methods [9]. 
Among the solution-based methods, the sol-gel method is well 
suited for preparing both simple and complex metal oxides. 

The aim of this study was to investigate the change in the 
photocatalytic activity of the synthesized SiO2 @ ZnO 
photocatalysts against ZnO nanoparticles. In addition, SEM-
EDS and XRD analyzes were performed to investigate the 
morphological and crystal structure of the synthesized 
nanocomposite SiO2 @ ZnO photocatalyst. Acid red 27 dye 
was used for photocatalytic studies. 

II. EXPERIMENTAL 

A. Materials 

Ethanol (Sigma Aldrich, 99.8%), tetraethyl orthosilicate 
(Sigma Aldrich, 99%), ammonium hydroxide (Sigma Aldrich, 
25%) and distilled water were used for the synthesis of SiO2 
nanoparticles. 

Ethanol (Sigma Aldrich, 99.8%), zinc acetate dehydrate 
(Sigma Aldrich, 99%), sodium hydroxide (Sigma Aldrich, 
99%) and distilled water were used to add ZnO on the 
produced SiO2 nanoparticles. 

B. Synthesis of SiO2 Nanoparticles 

5 ml of 25% (w / w) NH4OH was added the solution 
consisting of 80 ml of ethanol + 20 ml of deionized water and 
continue to be stirred for 5 minutes. 1 ml of TEOS was added 
the solution medium under ultrasonic stirring. the solution was 
ultrasonically stirred for 3 h under 45% amplitude. SiO2 
nanoparticles are removed from the solution medium at 5000 
rpm by centrifugation. After washing with ethanol, it is 
allowed to dry at 110 ° C for 2 hours. 

C. Synthesis of SiO2 @ ZnO Nanoparticles 

0.2 g of SiO2 nanoparticles, previously synthesized and 
dried, are added to a solution of 100 ml of ethanol + 1 g of Zn 
(Ac) 2.2H2O to provide a homogeneous solution by 
ultrasonication at 60 °C for 15 minutes. Then, 20 ml of 0.25 
M NaOH solution is added dropwise to the solution and stirred 
at 60 °C for 45 hours under a 45% amplitude. After 
completion of the time, the solution is cooled to room 
temperature and the nanoparticles is removed by 
centrifugation. The nanoparticles were washed 5 times with 
distilled water and ethanol, and dry at 60°C for 3 hours. Lastly, 
the nanoparticles were calcined for 2 hours at 200 °C. 
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D. Photocatalytic Activity Tests 

Photocatalytic experiments were carried out in a jacketed 
reactor.The reaction temperature was kept constant at 25°C 
with a programmable constant temperature water 
circulator.Aa 44 W/m2 (257 nm) UV lamp was immersed the 
dye solution as a source of light. O2 is provided the reaction 
medium by pumping air at constant flow rate. 

III. RESULT AND DISCUSSION 

The results of SEM and EDS analysis was used for the 
characterization of SiO2 nanocomposites, are given in Figure 
1. 

 
Figure 1. SEM and EDS analysis of SiO2 nanoparticles 

As shown in Figure 1, the SiO2 nanoparticles show good 
monodispersion and have completed their spherical 
formation. SiO2 nanoparticles have diameters in the range of 
160 to 260 nm, with an average diameter of approximately 
220 nm. Silicon and oxygen have been proven by EDS 
analysis of SiO2 nanoparticles. 

The results of SEM and EDS analysis for the 
characterization of SiO2@ZnO nanoparticles synthesized by 
solvothermal method are given in Figure 2. 

 
Figure 2. SEM and EDS analysis of SiO2@ZnO nanoparticles 

As shown in Figure 2, the synthesized SiO2® ZnO 
nanocomposite does not show a homogeneous distribution 
such as SiO2, but has a smoother surface than SiO2. The ZnO 
coating produced agglomeration in the FSiO2 
nanocomposites and caused the particles to form due to 
deformations. The SiO2® ZnO nanocomposite has diameters 
ranging from 175 to 385 nm, with an average diameter of 
approximately 230 nm and greater than SiO2 nanocomposites. 
With the EDS analysis of SiO2® ZnO nanocomposite, the 
presence of silicon, zinc and oxygen in nanocomposite has 
been proven. 

 Figure 3 shows the XRD analysis of the SiO2 synthesized 
by the Stöber method and the SiO2 @ ZnO nanocomposites 
synthesized by the sol-gel method. 

 

 
Figure 3. XRD results of SiO2 and SiO2 @ ZnO nanoparticles 

As shown in Figure 3, no sharp peak corresponding to 
SiO2 was observed due to the fact that the synthesized SiO2 
nanoparticle had amorphous structure, but a wide peak at a 
low diffraction angle of 20 ° to 30 ° was observed. The 
diffraction peaks at 32,48, 35,00, 36,43, 47,92, 56,87, 63,04, 
67,08, 68,12 and 69,06 were determined (100), (002), (101), 
(102), (110), (103), (200), (112) and (201) of the hexagonal 
wurtzit structure for ZnO, respectively. The results overlap 
with the JCPDS: 36-1451 card. 

The photocatalytic degradation graph of Acid Red 27 dye 
are given in Figure 4 for SiO2 nanoparticles synthesized by 
Stöber method, SiO2 @ ZnO nanoparticles synthesized by 
sol-gel method and ZnO nanoparticles. 

 
Figure 4. Graph for photocatalytic decomposition of Acid 

Red 27 solution  

The photocatalytic activity of the nanoparticles was 
performed on Acid Red 27 dye in a batch reactor. Figure 4 
shows a graph of dye decomposition on the nanoparticles in 
the batch reactor. During the 120-minute period, the 
nanoparticles adsorbed the average 4.4% of dye in the dark 
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medium. After 120 minutes, SiO2 nanoparticles was 
decomposed 11.5% of the dye. ZnO nanoparticles was 70.8%, 
while the SiO2@ZnO nanoparticles showed 100% removal 
over 120-minute period. 

IV. CONCLUTION 

SiO2 synthesized by and SiO2@ZnO synthesized by 
nanoparticles were synthesized by Stöber and sol-gel method. 
The characterization of synthesized nanoparticles was 
determined by SEM-EDS and XRD analyzes. The 
photocatalytic activity tests were tested on Acid Red 27 dye 
and the photocatalytic activity of SiO2@ZnO photocatalysts 
was found to have higher photocatalytic activity compared to 
commercial ZnO. 
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Abstract— Chitinases are the hydrolytic enzymes that break 

down β-(1-4) glycosidic bonds in chitin. Chitin, a linear polymer 

of β-1,4-N-acetylglucosamine, is one of the most abundant 

polysaccharides in nature and it is the main structural 

component of cell walls of fungi, exoskeletons of insects and 

other arthropods and shells of crustaceans. The use of 

chitinolytic microorganisms and their derived chitinases for the 

biological control of fungal plant pathogens are gaining great 

interest in agriculture. In the present study, a total of 20 soil and 

water samples were collected from 5 different locations in 

Erzurum Province. More than 200 isolates were screened for 

chitinolytic activity on colloidal chitin incorporated media. 

Based on the chitin hydrolysis zones, 15 chitinolytic bacterial 

isolates were chosen for further study. The best chitinase 

producer isolate was identified as Serratia plymuthica by 16s 

ribosomal RNA sequencing and tested for their antifungal 

potential against the phytopathogens. The crude extract was 

ineffective in preventing spore germination in 24 hours and was 

slightly effective on the inhibition of the growth of Verticillium 

dahliae and Fusarium sp. 

Keywords—chitinase, Serratia plymuthica, antifungal activity, 

biocontrol, phytopathogen, Verticillium dahliae, Fusarium sp. 

I. INTRODUCTION  
Chitin is the polymer of β-1,4 linked N-acetyl D-

glucosamine (GlcNAc) and is the second most abundant 
natural polymer after cellulose [1]. Chitin is widely distributed 
as a structural component of crustaceans, insects and other 
arthropods, as well as a component of the cell walls of most 
fungi and some algae [2]. Chitinases (EC 3.2.11.14) are the 
enzymes responsible for hydrolyzing the β-(1-4) glycosidic 
bonds of chitin into oligomeric, dimeric (chitobiose) and 
monomeric (N-acetyl D-glucosamine, GlcNAc) compounds 
[3].  The chitinase are widely distributed among bacteria, 
fungi, insects, plants and animals [4, 5]. Some of the best 
known chitinolytic bacterial genera include Aeromonas [6], 
Serratia [7], Streptomyces [8] and Bacillus [9]. Among the 
wide range of applications, chitinases recently have gained 
great interest in the use of biocontrol of phytopathogens. As 
plants have no immune system, they are vulnerable to 
pathogen infections. Fungi are one of the most important 
pathogens in plants leading to remarkable yield loss. The 
existing practices in agriculture industry is the use of chemical 
fungicides to control phytopathogens. However, the major 
concerns about the chemical fungicides are the environmental 
contamination and human health risk associated with 
fungicide toxicity and resistance of phytopathogens against 
most of the synthetic chemicals [10]. Recent advances in 
biocontrol using microorganisms or their derived enzymes 
like chitinase to prevent plant diseases offer an attractive 

alternative to synthetic chemicals. Chitinases provide a 
defense mechanism to the plant against chitin-containing 
pathogens, such as insects, nematodes and fungi [11]. The 
chitinase from Trichoderma showed antifungal potential 
against fungal pathogens like Aspergillus, Rhizopus, Mucor 
[12]. The chitinases from Bacillus was used against 
Colletotrichum [13] and Fusarium [14]. Despite their 
antifungal potential, chitinases are still not used extensively in 
commercial practices due to low yield and activity and high 
production cost. The search for better microbial chitinase 
sources with high antifungal properties is needed for 
environmentally friendly, effective and inexpensive 
alternative to synthetic fungicides. Therefore, the present 
study aimed to isolate and identify new chitinolytic bacterial 
sources and apply them in the biocontrol of phytopathogens, 
V. dahliae and Fusarium sp.. 

II. MATERIALS AND METHODS 

A. Sample Collection and Isolation of Chitinolytic Bacteria 

A total of 20 soil and water samples were collected from 
five different locations (Karasu, Akdağ, Dumlu, Ilıca, 
Pasinler) in Erzurum Province.  Samples were diluted in 
phosphate buffer solution and sample dilutions were spread on 
nutrient agar and trypticase soy agar and were incubated at 27 
°C for 2–7 days. Morphologically different colonies were 
picked and streaked onto new agar plates for purification. Pure 
cultures were cryopreserved in LB (Luria-Bertani Broth) with 
15% glycerol at -86 °C. 

B. Preparation of Colloidal Chitin  

Colloidal chitin (CC) was prepared from chitin powder 
(Sigma, Germany) by the method of Monreal and Reese [15] 
with minor modifications. Chitin powder (30 gr) was slowly 
added to 300 mL of concentrated HCl and kept overnight at 4 
°C. The suspension was mixed with 1200 mL of cold ethanol 
(96%) with vigorous stirring and kept overnight at 4 °C. The 
precipitate was collected by centrifugation at 9000 rpm for 10 
minutes, washed several times with distilled water until the 
colloidal chitin became neutral (pH 7.0). Final precipitate was 
dried to a constant weight at 50 °C and stored at room 
temperature until further use [16]. 

C.  Screening of Chitinase Producing Bacteria 

Chitinase producing bacterial isolates were screened on 
colloidal chitin containing agar media (0.3 g/L MgSO47H2O, 
3 g/L NH4SO4, 2 g/L KH2PO4, 1 g/L citric acid monohydrate, 
15 g/L agar, 200 μL tween 80, 4.5 g/L colloidal chitin). 
Purified isolates were streaked on colloidal chitin agar (CCA) 
and incubated 3–5 days at 27 °C. Potent chitinase-producing 
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bacterial colonies were selected on basis of clear zone 
formation. 

D. Chitinase Activity Assay 

Bacterial isolates were incubated in chitinase production 
broth media (3 g/L (NH4)2SO4, 0.3 g/L NaH2PO4, 2 g/L 
KH2PO4, 0.3 g/L MgSO4.7H2O, 0.02 g/L FeSO4.7H2O, 0.016 
g/L MnSO4, 0.014 g/L ZnSO4, 0.02 g/L CaCl2.2H2O, 200 µL 
tween 80, 10 g/L colloidal chitin) for 3 days at 27 °C. The 
chitinase activity was assayed by measuring reducing sugar 
released from colloidal chitin. The reaction mixture contained 
0.5 mL of properly diluted crude enzyme solution and 2% 
colloidal chitin in 0.5 mL 0.1 M phosphate buffer (pH 7). The 
mixture was vortexed and incubated at 50 °C for 30 minutes. 
Reaction was terminated by the addition of 1 mL of 3,5-
dinitrosalicylic acid solution (10 g/L NaOH, 10 g/L DNS, 2 
g/L phenol and 0.2 g/L Rochelle salt) and the mixture was 
boiled for 10 minutes. After cooling to room temperature, the 
mixture was centrifuged at 5000 rpm for 5 min and 
absorbance was measured at 540 nm using UV 
spectrophotometer along with substrate and blanks. For 
determination of enzyme unit, serial dilutions of N-acetyl D-
glucosamine were prepared as standard. One unit (U) of the 
chitinase activity was defined as amount of enzyme required 
to release 1 µmol of N-acetyl D-glucosamine from chitin per 
min. 

E. Genomic DNA Isolation 

The DNA of the bacteria was extracted by using   
Wizard® Genomic DNA purification Kit (Promega). Briefly, 
24 h old cultures were used to isolate genomic DNA. Purity 
was evaluated by spectrophotometer (per wavelength) 
NanoDrop® 2000 (Thermo Scientific). The samples were 
preserved at -86 °C until they were used. 

F. 16S rRNA Sequencing 

The 16S ribosomal RNA gene was amplified using the 
following primers: 27 forward primer (5' AGA GTT TGA 
TCG TGG CTC AG 3') and 1492 reverse primer (3' GGT 
TAC CTT GTT ACG ACT T 5'). The reactions were 
performed with 3 μL 10X PCR buffer, 0.6 μL dNTP mix, 3 
μL primers each, 1.2 μL DMSO, 1.8 μL MgCl2, 12.1 μL 
sdH2O, 0.3 μl 5 unit/μL Taq DNA polymerase and 5 μL DNA 
mixture under following cycling conditions; 5 min at 95 °C, 
1 min at 94 °C, 1 min at 48 °C, 1.5 min at 72 °C and 8 min at 
72 °C [17]. The amplified 16S rRNA gene regions were 
cloned into pGEM®-T Easy vector system and the 
recombinant vectors were transferred into Escherichia coli 
JM101 by CaCl2 method was made competent with, by using. 
Eventually, plasmid isolations were performed by using 
plasmid DNA extraction kit (Vivantis GF-1). Base sequence 
analyses of plasmids that include 16S rRNA gene regions 
were sequenced, and the sequences obtained were made 
meaningful after the results were interpreted using BioEdit 
software. 16S rRNA sequences were compared to available 
bacterial sequences registered in the NCBI database 
(http://blast.ncbi.nlm.nih.gov/blast.cgi) [18] 

G. Antifungal activity 

Antifungal activity of the chitinase from S. plymuthica 

was tested using the crude enzyme on spore germination and 
fungal growth. The phytopathogens, V. dahliae and Fusarium 

sp., were used as test fungi.  

To observe the effect of S. plymuthica on the germination 
of test fungi, one ml of fungus spore solution (105 spore/ml) 
was inoculated into 250 ml erlen containing 50 ml malt 
extract broth and incubated at 27 ºC, 150 rpm for 24 hours. 
After incubation, 5 ml of bacterial fermentation fluid was 
added. The mixture was incubated at 27 ºC, 150 rpm for 0, 4, 
8, 12 and 24 hours. As negative control group sterile distilled 
water was used. At the end of incubation periods, liquid 
cultures were filtered through Whatman No1 filter papers and 
dried to constant weight at 100 °C and then the increase in 
biomass were determined by dry mycelium weight 
measurement. 

On the other way, to observe the effect of bacterial crude 
enzyme on fungal growth both fungi were grown on potato 
dextrose agar plates at 27 °C for 3 days. Crude enzyme was 
applied on the fungal plates by spraying and incubated for 3 
more days at 27 °C.   

III. RESULTS AND DISCUSSION 
A total of 200 morphologically different bacteria were 

isolated from 20 soil and water samples collected from 5 
different locations of Erzurum, Turkey. On the basis of clear 
hydrolysis zone formation on colloidal chitin containing 
media, 15 colonies were selected for secondary screening in 
broth media and tested for enzyme activity.  

Based on the chitinolytic activity, the most potent 5 
chitinase producer Serratia species were chosen and identified 
by 16s ribosomal RNA sequencing. The results of the NCBI 
nucleotide BLAST were given in Table 1. Among these 
strains, S. plymuthica with the AS55 code showed maximum 
chitinase production and antifungal activity was tested using 
this strain.  

The extracellular extracts from S. plymuthica were 
obtained by centrifuging the bacterial culture at 10000 rpm for 
10 min. Firstly, the crude extract was tested on fungal spore 
germination of V. dahliae and Fusarium sp. The crude extract 
was found to be ineffective in preventing germination of the 
test fungi in the first 24 hours. The antifungal activity of the 
extracellular extract was also tested on growth inhibition of V. 

dahliae and Fusarium sp. Crude enzyme was directly by 
sprayed on the plates where the fungi were grown for 3 days 
and incubated for 3 more days in the presence of bacterial 
crude enzyme. The results are given in Fig. 1 and Fig. 2 for V. 

dahliae and Fusarium sp., respectively. 

Table 1. Strain identification by 16S rRNA sequencing 

Code Strain name Ident

. 

Accession 

No 
AS 
54 

Serratia plymuthica strain UBCF_13 16S 
ribosomal RNA gene, partial sequence 

95% KX394779.1 

AS 

55 

Serratia plymuthica strain BSW-12 16S 

ribosomal RNA gene, partial sequence 

97% KX901796.1 

AS 
67 

Serratia plymuthica strain UBCF_13 16S 
ribosomal RNA gene, partial sequence 

96% KX394779.1 

AS 
75 

Serratia marcescens strain N80 16S 
ribosomal RNA gene, partial sequence 

96% GQ351502.1 

AS 
117 

Serratia marcescens strain 100 16S 
ribosomal RNA gene, partial sequence 

100% KX821734.1 
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Fig. 1. The petri dishes showing the antifungal activity of S. plymuthica 

against V. dahliae. a) untreated b) treated  

 

Fig. 2. The petri dishes showing the antifungal activity of S. plymuthica 

against Fusarium sp. a) untreated b) treated 

Protection of plants from diseases caused by 
phytopathogenic fungi is one of the most important problems 
in agriculture industry. Most of these problems is a result of 
fungal infections [19]. Therefore, developing biological 
solutions that could be used for biocontrol of fungi is quite 
important. Recent studies demonstrated that chitinase from 
plants [19,20] and microorganisms [21,22] are able to inhibit 
the fungal growth.  

In the present study, Serratia species were focused on due 
to its antifungal and antimicrobial properties. The genus of 
Serratia have been used as biological control agent against 
several fungal pathogens in agriculture [21,23,24]. Serralysin 
and related proteases play an important role in the protection 
of plants against pathogen infection [25]. Serralysin family 
members have a wide range of substrates such as host 
immunoglobulins, complement proteins, cell matrix and 
cytoskeletal proteins, antimicrobial peptides [26]. In case of 
antibiosis, production of siderophores and the fungal cell wall 
degrading enzymes like chitinases and β-1,3 glucanases is 
responsible for antifungal activity and they are very valuable 
for control of phytopathogen fungi [27]. Especially, the non-
diffusible red pigment prodigiosin is known to be an 
antifungal antibiotic and toxic to protozoa [28]. So, all of them 
are important virulence factors in pathogenic bacteria. 

We examined the antifungal activity of crude extract of S. 

plymuthica against V. dahliae and Fusarium sp. using 
different methods as described in materials and methods 
section. The results showed that the crude extract was 
ineffective in preventing spore germination in 24 hours. On 
the other hand, the crude extract stopped the growth of both 
pathogenic fungi; however, the inhibitory effect was very low 
on both fungi. The reason behind this may be the use of crude 
extract instead of purified chitinase enzyme. In literature, the 
purified chitinase from Serratia sp. was found to be very 
effective in biocontrol of phytopathogens [24,25]. The 

antifungal activity of the purified chitinase from S. 

marcescens against Rhizoctonia solani and Fusarium 

oxysporum using the agar-disk diffusion method was very 
effective in the growth inhibition of both pathogenic fungi; 
however, the inhibitory activity was slightly higher against 
Fusarium oxysporum than Rhizoctonia solani [25]. 

Therefore, the next aim of this study is the purification of 
the chitinase enzyme and its application on various 
phytopathogen fungi and harmful insects. In addition, the red 
pigment of Serratia plymuthica, prodigiosin has been also 
extracted and will be applied to phytopathogenic fungi. 
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Abstract— Graphene aerogel has attracted extensive 

research interest due to its strictly 3-dimensional (3D) structure, 

which results in its unique electronic, thermal, mechanical, and 

chemical properties and potential technical applications. This 

study reviews the methods of preparing graphene aerogel. 

Regarding graphene aerogel synthesis, four most commonlu used 

methods were identified, namely, hydrothermal reduction, sol–

gel, template-directed reduction and chemical reduction. 

Keywords—graphene aerogel, graphene oxide,  hydrothermal 

reduction, sol–gel, template-directed reduction, chemical 

reduction 

I. INTRODUCTION  

In recent years, global energy use has increased 
considerably due to the rising demand for energy in developed 
countries and the rapidly increasing demand in developing 
economies. In order to meet the increasing energy demand, 
high performance, low cost and environmentally friendly 
benign energy systems need to be developed. Therefore, large-
scale research efforts are underway in various locations 
around the world to develop fuel cells for the direct production 
of electricity from chemical energy and to develop 
supercapacitors and advanced batteries for electrical storage 
[1]. 

Nowadays, various carbon materials (fig. 1) has been 
widely used as electrode materials for energy storage and 
conversion devices due to their several advantages: (1) good 
conductivity for rapid electron transfer; (2) superior chemical 
stability for resistance of acid and alkaline corrosion; (3) super 
large active surface area for ion adsorption; (4) various forms 
like zero-dimensional (0D) fullerene, carbon spheres, one-
dimensional (1D) carbon nanotubes (CNTs), carbon fibers 
(CFs), two-dimensional (2D) graphene, carbon films, three-
dimensional (3D) carbon sponges, carbon foam, carbon cloth, 
aerogels [2]. 

 

Fig. 1. Various carbon materials 

This research describes the most widely used methods of 
graphene aerogels used in energy conversion and storage 
applications. 

Generally, graphene oxide (modified graphene) is used as 
a starting material for the synthesis. Graphene oxide (GO) is 
prepared by several methods. The most commonly used 
method is the Hummer method [3].  Chemically derived GO-
based aerogels are the most common 3D graphene structures 
in the literature because of their facile synthesis route, and the 
control of pore morphology that they provide (Fig. 2) [4,5].   
 

 

Fig. 2. Scheme of modified graphene aerogels preparation [6].   

II. PRODUCTION METHODS OF GRAPHENE 
AEROGELS 

A. Hydrothermal Reduction Method 

Hydrothermal reduction method (Fig. 3) is one of the most 
widely used graphene aerogel production techniques. 
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Fig. 3. Representation of hydrothermal reduction method [7].   

In this method, firstly, a suspension of graphene oxide is 
prepared using the Hummers method, where the graphite 
powder is oxidized with the use of NaNO3, H2SO4 and 
KMnO4. 

In this method, the graphene oxide solution is first 
subjected to high temperature and high pressure to produce 
graphene hydrogel. Then, supercritical or freeze-drying 
methods are used to prepare graphene aerogel structures. 

Xu et al. reported a method in which reduction of graphene 
oxide could be obtained under lower temperatures than it was 
described above. They carried out one-step hydrothermal 
process by heating the graphene oxide aqueous dispersion in 
a Teflon-line autoclave at 180 °C for 12 h. They managed to 
produce GA with high specific capacitance (175 F/g) that 
could be used as a supercapacitor electrode material [4]. 
Another research conducted by Nguyen et al. showed that it 
was possible to perform GA synthesis at 95 °C without the use 
of any binders [8]. They took graphene oxide water dispersion 
and reduced it using L-ascorbic acid. The electrical 
conductivity of such structure was 0.04 S/m and its surface 
area was 394 m2 /g. The density was 0.042 g/cm3 [8].  

B.  Sol-gel Method 

The graphene aerogels were prepared using traditional 
organic sol-gel chemistry (Fig. 4). One of the synthesis route 
is resorcinol-formaldehyde (RF) sol-gel synthesis. RF acts as 
a binder that helps to cross-link individual graphene oxide 
sheets with sodium carbonate as a catalyst.  

The sol-gel mixture was then transferred to glass molds, 
sealed and cured in an oven at 85 0C for 12-72 h. The resulting 
gels were then removed from the molds and washed with 
acetone for 72 h to remove all the water from the pores of the 
gel network. The wet gels were subsequently dried with 
supercritical CO2 to yield the GO and GO/RF aerogels. These 
aerogels were reduced via pyrolysis at 1050 0C under N2 
atmosphere for 3 h. The graphene aerogel materials were 
isolated as black cylindrical monoliths. Worsley and 
colleagues synthesized high electrical conductivity (87 S/m) 
and surface area  (584 m2/g) materials. The density was 0.025 
g/cm3 [9].   
 

 
 
Fig. 4. Representation of sol-gel method [10]   

C. Template-Directed Reduction Method 

Template-directed reduction (Fig. 5) is a very useful 
method for obtaining porous graphene aerogels because it 
prevents random interconnection structures while it favours 
controllable and uniform macropores and tailorable 
microstructure as well. The template-directing method uses 
ice crystals, water droplets, or colloidal particles as the 
templates for the pore formation, and generally requires 
precise control over the amount of graphene used and 
subsequent template removal. 

Chen et al. have reported the synthesis of a macroporous 
‘bubble’ graphene film through a template-directed reduction 
method. Some latex spheres of monodisperse polymethyl 
methacrylate (PMMA) acted as the hard templates in this 
material. GO hydrosol and a PMMA spheres suspension were 
mixed, and after filtration, a composite film was extracted 
and calcinated at 800 °C leading to the PMMA template and 
to thermally reduced GO into graphene at the same time. 
From the thermogravimetric results, it was found that the 
oxygen-containing functional groups of GO are removed at 
230 °C, while the PMMA spheres are pyrolyzed and removed 
at 400 °C. Graphene was finally derived with the PMMA 
spheres acting as the interlayer spacer. The synthesized 
material exhibited high electrochemical capacitance [11].    

 
Fig. 5. a) . Representation of Template-Directed Reduction Method 
 (b) GO/PMMA composite film and (c) as-prepared GA [12]  
 

D. Chemical Reduction Method 

Chemical reduction (Fig. 6) is an easy method consisting 
of a single stage. Graphene hydrogel is obtained by adding 
reducing agents to the graphene oxide solution. Then, 
graphene aerogels are obtained using supercritical drying or 
freeze drying methods. 

Zhang et al. have used oxalic acid (OA) and sodium 
iodine (NaI), which are low cost and eco-friendly, instead of 
toxic HI widely used as reducing agent in their study. The 
surface area of the graphene aerogel is 151 m2/g and  
electrical conductivity is 24.8 S/m [12].    
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Fig. 6. Representation of Chemical Reduction Method [13] 
   

III. CONCLUSIONS 
In this review, a summary of recent progress on the 

synthesis methods of GAs was presented. Regarding 
synthesis, four most commonly used methods were identified, 
namely, hydrothermal reduction, sol–gel, template-directed 
reduction and chemical reduction. 

The unique of excellent properties of graphene aerogels  
including good electrical conductivity, great chemical 
stability, and the possibility to obtain free-standing structures 
allow such graphene-based structures to be used in 
electrochemical energy storage and conversion devices such 
as: fuel and biofuel cells, lithium ion batteries, 
supercapacitors. Graphene-based aerogels with high porosity 
and an interconnected network have been developed to 
improve material performance. Studies on this subject will 
continue to be developed. 
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Abstract— There are many parameters affecting 

performance of the fuel cell. One of these parameters is 

fuel  crossover. In this work, first, porous silicon 

membrane that attracting attention due to its superior 

properties was produced using easier and less costly 

methods than the literature. Then, the fuel crossover 

performance of the produced membrane and Nafion 

membrane which is mostly preferred as the proton 

exchange membrane were tested and compared. 

The fuel crossover performance of produced membrane 

was compared with the  

Keywords-component; porous silicon membrane, fuel 

cell, crossover, formic acid 

I. INTRODUCTION 
Nanoporous silicon provides proton transmission 

through the nano-sized pores. In addition, the pores form 
diffusion barriers within large fuel molecules. Because of 
these properties, it is used as proton exchange membrane at 
proton exchange membrane fuel cells [1].  

In our work, we have produced a porous silicon 
membrane for proton exchange membrane fuel cells and 
compared the fuel crossover test with Nafion 212, which is 
the most preferred proton exchange membrane. Nafion, 
which is often preferred as the proton exchange membrane, 
is not stable at high temperatures [1]. But porous silicon is 
resistant to high temperatures that affect fuel cell 
performance. For this reason, porous silicon membrane 
was used as an alternative of Nafion. 

In this study, the wafer used was a boron doped (100) 
oriented p-type wafer with a resistivity of 0.001-0.005 Ωcm 
and thickness of 200 μm. Anodization was preferred for 
controlled pore formation in hydrofluoric acid. The etching 
solution consists of ethane and hydrofluoric acid (1: 2 (v / 
v) HF (40%) / EtOH (99%)) [2,3]. In the literature, KOH, 
which is one of the anisotropic wet etchant, is usually used 
for etching. However, the etching rate of KOH is very low 
and depends on the temperature [4]. It has been proposed 
to increase the KOH temperature for reducing the etching 
time [5]. In this case, it is difficult to apply because all of 
the silicon surface needs to be contacted with KOH at the 
same temperature throughout the wafer. Therefore, a 
different solution was used to thining the silicon wafer. The 
solution  
known by the trade name "AFN 549" (HF: HNO3: CH 
3COOH: H20 = 10.2%: 39.5%: 23.2%: 27.1%) [6] which is 
one of the isotropic wet etchant for the convenience of 

application and time saving is preferred for thinning the 
silicon wafer. 

II. EXPERIMENTAL 
When producing porous silicon, first, back surface of 

the silicon wafer with an area of 4.41 cm2 was etched for 
10 minutes. The wafer was thinned to 180 μm with the AFN 
549 by placing in the Teflon® double tank cell. The cell was 
designed by us. Etching process was detailed in our study 
given in reference [7]. Second, the silicon wafer was 
cleaned with the RCA method. Third, due to the formation 
of pores through the silicon wafer, the grid structure was 
transferred onto the silicon wafer by photolithography to 
prevent the silicon wafer from scattering. 

When determining of porous layer thickness as a 
function of current density and time, it has been observed 
that the linear relationship between porous layer thickness 
and time. But after some period of time, the relationship 
seems to be nonlinear rather than linear. For this reason, to 
form of porous layer with a thickness of 180 μm and with 
an active area of 3.61 cm2, the anodization was carried out 
in a double tank cell by applying current densities of 5 and 
10 mA/cm2 for 80 and 40 minutes repeating 9 cycles 
respectively. The constant current density is applied 
between the two Pt electrodes with Keithley 2400 DC 
SourceMeter during anodization [8]. 

Table I. The effect of current density change on porous layer thickness  

Current 

Densitiy 

(mA/cm2) 

Duration 

(min.) 

Layer 

Tickness 

(µm) 

Active 

Surface 

Area (cm2) 

5 80 10 3.61 
10 40 10 3.61 

 
Finally, instead of the preferred reactive ion etching 

(RIE) in the literature, the back surface of the sample was 
applied - 10 V for 1 hour to ensure that the pore tips were 
opened. In this way, pores opened through the sample and 
porous silicon membrane produced at lower cost, less time 
and simplicity [9]. The steps of our work are seen Fig. 1. 
 



 

86 

 
Figure 1. Thinning and PS formation steps 

After membrane production was complete, the current 
values were measured without applying an electric field to 
the electrodes in order to study the crossover of the fuel 
through the membrane. The measurements were performed 
at room temperature. For fuel crossover test, formic acid 
was preferred due to its slowness and ease of water 
management [10]. 

III. RESULTS 
The top view of the porous silicon produced with a 

layered structure by using current densities of 5 and 10 mA 
/ cm2 is seen Fig. 2. We obtained pores diameter of about 
20 nm and porosity of 50%. 
  

 

Figure 2. Top view of the porous silicon layer produced by a current 
density of 5 mA/cm2 for 80 minutes and by 10 mA/cm2 for 40 minutes 

Produced porous silicon and Nafion 212 fuel crossover 
test were performed. Deionized water was placed on the 
cathode side and three formic acid solutions of 2,3 and 4M 
was placed on the anode side of the double tank cell. The 
current, between the two Pt electrodes, was measured as a 
function of time. Measurements were taken at room 
temperature and without any electric field applied. The 

changes of the current values as a function of time were 
measured with Keithley 6514 for porous silicon membrane 
and Nafion 212 membrane. These results were recorded 
with the LABVIEW software developed by us. They are 
shown these values at Fig. 3 and Fig. 4 obtained with 
MATLAB. 

 
Figure 3. The current change for porous silicon membrane containing the 
formic acid solution during the experiments  

 
 
Figure 4. The current change for Nafion 212 membrane containing the 
formic acid solution during the experiments  

As can be seen from the Figures, the currents started to 
vary from a certain value, but after some period of time, it 
started to take fixed values. It is understood that while the 
ion transfer occurs during the change of current, the 
concentrations were equalized from the steady state [9]. 
Nafion 212 reached the steady state later when the steady-
state time to porous silicon was shorter. In addition, the 
current values were measured during ion passage were 
higher at porous silicon than Nafion 212. This indicates that 
the ratio of porosity in the porous silicon is high and the 
active surface area is wide, so that the ions are in the same 
time more and faster ion transition. 
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Abstract—In this study, biological wastewater treatment 

plant sludge is used as adsorbent for removal of Cu2+ from 

aqueous solutions after thermal drying and incineration 

processes. Effect of different particle sizes of  (0,045-0,2 mm) 

and stirring rates of (100-400 rpm) on adsorption capacity were 

investigated in batch studies. Removal efficiencies of Cu2+ after 

one hour for particle sizes of <0,045mn, 0,045-0,18mm and 

0,18-0,2mm were found as %51.2, %46.8 and %42.6. For 

stirring rates of 100, 200, 300, 400 rpm, removal efficiencies are 

calculated as %48.1, %49.7, %57.7 and %51.2. 

Keywords—Adsorption; Cu2+ removal 

I. INTRODUCTION 
Heavy metals formed as a result of industrial 

agricultural activities etc. are among the pollutants that need 
to be removed due to their toxic and carcinogenic effects to 
humans and aquatic life [1]. 

Wastewaters containing heavy metal ions are 
discharged to natural water bodies after a series of treatment 
processes [1]. Recent studies focus on the most appropriate 
alternative strategies that are cheaper but effective for 
treatment of heavy metal containing wastewaters [2]. 

Nowadays different methods are being used for 
treatment of heavy metal wastewaters. Most common 
methods used among these methods are coagulation, 
filtration, reverse osmosis, ion exchange and adsorption 
processes [3]. 

Eventhough use of low-cost and natural absorbents has 
become widespread, various modification processes are 
being applied to increase the adsorption capacity of natural 
adsorbents [2]. 

Sedimentable or floatable solid waste that is produced 
as a result of water and wastewater treatment can be defined 
as sludge. Sludge coming out from wastewater treatment 
effluent must be treated because of its harmful composition 
and without proper treatment it will cause damage to 
environment [4]. Treatment sludge contain high organic 
matter, nutrients, pathogenic microorganisms, and 70-80% 
water. Additionally, it includes 50-70% C, 6.5-7.3H, 21-
24% O, 15-18% N, 1-1.5% P and 0-2.4 S before 
stabilization processes [4]. Such sludges are large in volume 
and their processing and disposal are faced with 
complexities to overcome in wastewater treatment area. It 
can be seen from Fig. 1 and Table 1 that especially some 
sludges like biological wastewater treatment plant’s have 
high organic load create odor and degradation problems [5].  

 
Fig. 1. Figures below are from different sludge dewatering methods. a) 
Sludge drying bed, b) Vakum filtration, c) Sludge belt press 

Table 1. Typical solid concentrations of different sludge dewatering 
methods 

 Sludge Type Solid Concentration, %S 
Range Typical 

Primary Sedimentation 4,0 - 10,0 5,0 
Activated Sludge 0,8 - 2,5 1,3 
Trickling Filter Humus 1,0 – 3,0 1,5 
Primary Sedimentation+ 

Activated Sludge 0,5 – 1,5 0,8 

Anaerobic Digester Sludge 5,0 – 10,0 8,0 
 

The thermal value of the sludge depends on the type of 
the sludge and the volatile solids content of the sludge. 
Thermal value of sludge is equivalent to the thermal value 
of some low quality coals (7700 cal/g dry matter). Average 
thermal value of raw primary sedimentation sludge is 6100 
cal/g, activated sludge 5000 cal/g and anaerobic digester 
sludge is 2750-3000 cal/g. If thermal processes are to be 
used for final disposal of sludge, sludge must be dewatered 
enough to increase its thermal value [5].  

Firstly, treatment sludge containing 73% water  is 
dewatered to 60% with thermal drying unit. After that 
sludge is taken into incineration unit where its water content 
is decreased to 1% by evaporating all water. At last, sludge 
is combusted at 650°C [5]. 

In this study, inorganic content of sludge obtained after 
thermal and combustion procedure of biological treatment 
sludge, is salvaged as adsorbent. With absorbent copper is 
removed from aqueous solutions by adsorption process and 
effect of particulate size and stirring rate is investigated [5].  

II. MATERIAL and METHOD 

A. Material 

All chemicals used in the study were provided from 
Merck and Sigma brands. 

In this study inorganic content of sludge obtained after 
thermal and combustion procedure of biological treatment 
sludge, is salvaged as adsorbent. Adsorbent used for 
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adsorption is washed with distilled water+H2SO4 to balance 
pH value and to increase its adsorption capacity. At last it’s 
dried in 105°C oven. The adsorption capacity was increased 
by modifying the adsorbent without any additional cost.  

B. Method 

 
The effects of particle size and stirring rate on the 

adsorption of copper (Cu2+) from aqueous solutions were 
investigated by using waste activated treatment sludge in 
the wastewater treatment plant of Gaziantep Central 
Wastewater Treatment Plant. In studies in which particle 
size changes were examined, the adsorbents prepared in 
sizes of <0.0450, 0.045-0.18 and 0.18-0.2 mm were added 
to 250 mL erlenmayer in concentration of 0.2 g / 100 mL. 
The initial pH value was adjusted to 3.5 in aqueous solution 
containing 20 mg/L Cu2+ at 20°C and a stirring rate of 200 
rpm. In the study for changes in the stirring rate, the stirring 
rate was set to 100, 200, 300 and 400 rpm. In aqueous 
solution containing initial concentration of 20 mg/L Cu2+ 
and particle size of 0.045-0.18 mm, pH value of 5 and 
adsorbent dosage of to 0.2 g / 100 mL were selected. The 
removal efficiencies of adsorption experiments were 
calculated by using Equation (1). 

0

0

% Removal 100tC C

C


   (1) 

In equation (1), Co: Initial Cu2+ concentration (mg/L), 
Ct: Cu2+ concentration in time (mg/L).  

III. RESULTS and DISCUSSION 

C. Effect of Particle Size  

Adsorbent obtained from the thermal drying-
incineration of sludge used for adsorption of Cu2+ from 
aqueous solution and effect of changing particle sizes of 
0.045, 0.045-0.18 and 0.18-0.2 mm at 200 rpm, 20°C 
temperature, 3.5 pH and adsorbent dosage of 0.2g/100ml  
were investigated for 60 min. Results obtained are shown in 
Figure 2. 

 
Fig. 2. Effect of particle size on adsorbtion (pH: 3.5 (natural), stirring 
speed: 200 rpm, initial concentration: 20 mg/L, adsorbent dosage: 0.2 
gr/100 mL and temperature: 20°C±1) 

Figure 2 shows that the removal effciency increases 
with decreasing particul size. Removal efficiencies of Cu2+ 
for one hour calculated as %51.2, 46.8, 42.6 with particle 
size of  <0,045 mm, 0,045-0,18 mm and 0,18-0,2 mm, 
respectively.  Similar results are available in the literature 
[6]. 

D. Effect of Stirring Rate  

With adsorbent obtained from treatment sludge used to 
remove Cu2+ from aqueous solutions. Effect of different 
stirring rate varied from 100 to 400 rpm was investigated at 
adsorbent dose of 0,2 g/100 mL, pH of 5  and temperature 
of 20°C for 60 mins. The results are shown in Fig. 3. 

 
Fig. 3. Effect of stirring rate on adsorbtion of Cu2+ (particle size: 0.045-
0.18 mm, pH: 5, initial concentration: 20 mg/L, adsorbent dosage: 0.2 
gr/100 ml, temperature: 20°C±1) 

The Cu2+ removal was determined as 48.1, 49.7, 57.7, 
and 51.2% at 100, 200, 300, and 400 rpm stirring speed 
respectively. A maximum removal of 57.7% was observed 
at stirring rate of 300 rpm. Moreover, when stirring rate 
increased from 300 to 400 rpm, the adsorption capacity 
decreased to 51.2% in 60 min. Increasing stirring rates 
increased the removal efficiencies to some extent, but after 
a point increasing stirring rate decreased the removal 
efficiency. Increasing stirring rates cause negative effects 
on the adsorption process after a point. Similar studies are 
available in the literatüre [7]. 

IV. CONCLUSIONS 
In this study, inorganic content of sludge obtained after 

thermal and incineration procedure of biological treatment 
sludge, is salvaged as adsorbent. With the absorbent copper 
is removed from aqueous solutions by adsorption process 
and effect of particulate size and stirring rate are 
investigated and results are listed below:  

 Adsorbent used for removal of Copper from aqueous 
solutions is found to be useful.  

 If results are examined, study shows that adsorbent 
used can be amplified for removal of copper.  
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Abstract— Proton exchange membrane fuel cells (PEMFCs) 

seem to be a good candidate for mobile and portable 

applications.  The heart of a PEMFC is comprised of the 

electrode that half cell reactions occur and also a proton 

conducting membrane used as the electrolyte. Mostly carbon 

supported Pt based electrocatalysts are used as electrodes in 

PEMFCs. Carbon serves as a supporting material for Pt based 

nanoparticles by providing high surface area and high electrical 

conductivity. Material based issues affect the commercialization 

of PEMFCs. Supported nanoparticles used as electrode 

materials in PEMFCs have some problems during the long term 

operations of PEMFCs. Nanoparticles supported on carbon 

material tend to agglomerate in order to decrease its surface 

energy. Carbon material used can be corroded during the fuel 

cell operations. In this study, the drawbacks related with the 

carbon supported electrocatalysts of PEMFCs will be given.  

Keywords—fuel cell, catalyst, carbon corrosion, Pt dissolution  

I. INTRODUCTION 
Proton exchange membrane (PEM) fuel cells are thought 

to be one of the most promising energy conversion system 
alternatives of the present century. They are compact, have 
light-weight and high power density. Besides, they do not 
need higher temperatures to operate. Considering all these 
good features, in recent years, concentration has been given to 
PEM fuel cells for making them commercial products. The 
most important component of a PEM fuel cell is the membrane 
electrode assembly where the half cell reactions and proton 
conduction occur. Hydrogen is fed at the anode side and it is 
oxidized to its protons and electrons. Protons pass through the 
proton conducting membrane and electrons are collected via 
an external circuit. These protons and electrons are reacted 
with the oxygen fed at the cathode side and water is formed 
(Fig. 1). 

  
Fig. 1. Operating principle of a PEM fuel cell 

Mostly carbon supported electrocatalysts are used in PEM 
fuel cells. It is targeted to increase the metal nanoparticle 
surface area by using a support material having high surface 
area and high electrical conductivity. In this respect, carbon 
based materials seem to be the most promising materials as 
supports. In PEM fuel cells, reactions are mentioned as half 
reactions because separate reactions occur at anode and 
cathode electrodes and their overall reaction gives the water 
production reaction.   

 

Anode half cell reaction:  

2H2                   4H+ + 4e- E= 0.00V  

Cathode half cell reaction:  

O2 + 4H+ + 4e-                      2H2O E= 1.23V 

Overall reaction:  

2H2 + O2                      2H2O E= 1.23V   
  

II. DRAWBACKS IN CARBON SUPPORTED 
ELECTROCATALYSTS 

Carbon supported Pt or Pt based catalysts are mostly used 
in PEM fuel cells [1]. Catalyst degradation is one of the major 
reasons for gradual performance losses and these losses can 
be mainly related to a loss in accessible surface area of the 
active catalysts. PEM fuel cells operate under harsh 
conditions. Anode side catalyst layer undergoes the effects of 
reducing H2 atmosphere and on the other hand cathode side 
is exposed to high oxidized situations under high potentials 
[2]. Catalyst degradation in the long-term operation of PEM 
fuel cells is given as follows [3] (Fig. 2): 

a)   Pt dissolution 
b) Migration and concomitant coalescence of Pt 

nanoparticles on the support 
c) Detachment of Pt nanoparticles from the support 
 

 
Fig. 2. Different degradation mechanisms (a) Pt dissolution leading either to 
re-deposition on larger Pt particle (electrochemical Ostwald ripening) or to 
the formation of Pt crystallites via the reduction with H2 from the anode side 
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(b) Particle migration and coalescence (c) Particle detachment from the 
carbon support [3] 

Pt dissolution is followed by two mechanisms; a) Pt re-
deposition onto larger particles (electrochemical Ostwald 
ripening) b) precipitation of Pt crystallites close to the 
membrane electrolyte due to reduction via hydrogen 
diffusing through the membrane (Fig. 3). Both effects involve 
the transport of soluble platinum species through the 
electrolyte. In Ostwald Ripening mechanism, small particles 
have the lower stability which depend on the higher surface 
energy of the chemical potential of the phases [4]. Small 
particles migrate into through the electrolyte to the surface of 
larger particles where they are reduced again, while electrons 
are reaching the site via the carbon support. Ostwald ripening 
is potential dependent and happens above potentials of 0.8 V. 
Platinum dissolution leads to change in the morphology of the 
catalysts which causes decrease in the electrochemical 
surface area of the electrode [5]. 
 

 
Fig. 3. Pt dissolution mechanisms [5] 
 
     Pt particles migration-coalescence can occur in PEM fuel 
cells without the need of Pt dissolution and re-deposition. The 
migration-coalescence degradation mechanism involves the 
migration of intact Pt nanoparticles on the carbon support and 
their coalescence upon impact with other Pt particles (Fig. 4). 
In general this process is readily observed in gas-phase 
sintering studies of Pt/C catalysts. Its identifi cation at the 
solid–liquid interface is more diffi cult and based on 
comparison with models. The basis of these comparisons is 
that in contrast to the electrochemical Ostwald ripening 
process, a migration-coalescence mechanism should result in 
a tailing towards larger particle sizes in log-normal plots of 
the particle size distribution of aged catalysts. Crystallite 
migration of Pt on the carbon and coalescence cause a particle 
size growth and reduces the electrochemically active surface 
area. In contrast to Pt dissolution, migration and coalescence 
occur at operation potentials below 0.8 V which is predicted 
to be driven by Brownian motion and here Pt dissolution does 
not occur [4].  
 

 
Fig. 4. Migration and concomitant coalescence of Pt nanoparticles on the 
support [4] 

In addition to these mechanisms concerning Pt, the 
complete oxidation of the carbon support to carbon dioxide 
can occur under certain conditions, which results in the loss 
of electrical contact in between the Pt nanoparticles which is 
called carbon corrosion. The detachment of Pt nanoparticles 
from the carbon support and agglomeration of Pt 
nanoparticles, generally caused by carbon corrosion. In this 
mechanism, the loss of the mechanical/electrical contact of 
the Pt nanoparticles to the support is seen. The loss of 
electrochemical activity of fuel cell electrodes via carbon 
corrosion is dependent on the cell voltage, the nature of 
interactions between Pt nanoparticles and the carbon support, 
the degree of graphitization of carbon support, and potentially 
other factors, such as the RH value [4].  

 
Fig. 5. Detachment of Pt nanoparticles on the support and/or agglomeration 
due to carbon corrosion [4] 

 
Carbon corrosion of the commonly used carbon supports 

such as Vulcan is considered negligible at cell potentials 
lower than 0.8 V in low-temperature fuel cells, carbon 
corrosion and weight loss get significant at voltages higher 
than 1.1 V vs. RHE. The drawback related with carbon 
corrosion get significant at holding fuel cell for long 
operation periods, or at start and stop procedures or local fuel 
starvation where the local potential is increased. Besides the 
potential, the carbon corrosion kinetics depends on 
temperature, potential excursion duration, and catalysts and 
reactant concentration. 

III. CONCLUSIONS 
Durability of PEM fuel cells strongly dependent on the 

materials used. Especially, for mobile and stationary 
applications, the durability targets of Department of Energy 
(DOE) for 2015 and the Japanese New Energy and Industrial 
Technology Development Organization (NEDO) to promote 
massive commercialization are 5,000 hours of operation for 
automotive application and 40,000 hours for stationary fuel 
cells over 10 years [6].  
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Abstract-In the research, nano crystalline of SrF2-Ge 

was deposited for optic applications. In this glass-ceramic 

systems, RF sputtering magnetron systems has been used 

for creating SrF2-Ge crystallization. The targets with the 

mole % combination 

12.3SrO/3.7Al2O3/8.0Na2O/5.3K2O/10.4SrF2/60.3SiO2 

and Ge (3%, 5% and 10%).  nano crystalline SrF2-Ge 

samples is formed in 6h, 8h, 10h, 12h, 14h and 16h. After 

heat treatment, samples were obtain for different 

thickness using magnetron RF Sputtering system than 

heat treatment was made for the samples for selected 

temperatures from 570 to 610◦C  for 3 hours. The XRD 

analyses show good crystallization structure for 16h 

sample with ~500 nm thickness. Absorption and 

Transmittance analyses showed increasing light 

scattering with increasing time of coating and changing 

amount of absorption wavelength with adding 

germanium percentage.   

Keywords- SrF2-Ge, XRD, Absorption & 

Transmittance analyses 

I. INTRODUCTION 

In recent, there is an increasing interest in Glass-ceramics 
crystals. Their unique properties indicate a great potential for 
multiple photonic uses. Glass-ceramics including metal 
fluoride crystals, such as alkaline earth fluorides, with 
crystallite sizes in the limitation from 5 to 100 nm has 
numerous another uses too. [1–4] 

So far, partially crystalline materials are not extensively 
used in photonic technology. The cause is the general 
problem of materials compound by more than one phase. In 
these materials generally light dispersion happens which can 
only be eluded, if either the refractile indices of the happening 
phases are the same at all related physical properties (like 
temperature, wavelength or size) of the crystals are little than 
moiety of incoming light ‘wavelength. [5-6] 

In principle, some different methods may lead to nano 
crystalline glass-ceramics. In one of these two methods, the 
first step is the growth of a liquid/liquid phase separated 
microstructure. The one of other ways is the deposition 
methods. in this research, used from thin film layers method 
for growing SrF2-Ge crystals by used of  RF sputtering 
Magnetron Coating device from targets in composition of  
K2O/Na2O/ SrF2/SiO2/Al2O3/SrO/Ge.  

II. METHODS & MATERIALS 

Target preparation is the first stage for the RF sputtering 
methods. We have used some materials with different percent 
of molarity for make a target of materials system. This target 
made from composition of 10.4SrF2, 12.3SrO, 3.7Al2O3, 
5.3K2O, 8.0Na2O, 60.3SiO2 and Ge with three different 

percent (3%, 5% and 10%). Two of these materials i.e. K2O 
and Na2O were earn from reagent grade raw materials 
K2CO3 and Na2CO3 by using calcination method in 650ᵒC. 
The 15 grams of this composition was cast in porcelain 
mortar and mixed for 3 hours then pour in 2 inch die-set and 
pressed under about 12 ton pressure then come to tablet form. 
So bring out the tablet from inside of die-set very slowly. put 
the tablet inside of furnace and heated to 700ᵒC for 5 hour. 
then turned off the furnace and letting the target been cooling 
slowly.. For earning of better conductivity, must be stick a 
cooper disk (2inch × 2mm) with metal adhesive to the target 
for using in RF magnetron devices. 

Because of low melting point of glass, we used quartz 
(10×10×1 mm) for substrate. All substrates were 
ultrasonically cleaned in heated acetone then ethanol. The 
target was placed in gun and substrates were fasten there 
places and distance between of  them was 6 cm. after putting 
cover of device, vacuum process starting with mechanics 
pomp till pressure come 3.2×10-3 torr, then starting turbo 
pomp and pressure come 5.6×10-6 torr. For making plasma, 
we using argon and oxygen gases with high purity. Strontium 
fluoride-germanium films in vertical directions were 
deposited on quartz substrates by RF magnetron sputtering at 
400ᵒC temperatures of substrate and 2.3×10-6 torr pressure. 

At first, deposition process doing in 2 hour but XRD 
analyzes don’t show any peaks and we examed this process 
for 6h, 8h, 10h, 12h, 14h and 16 hours too and the peaks of  
XRD analyzes was going to better result in create of glass-
ceramic crystals. The best result was earned in 16h deposited 
samples. These samples thermally annealed in the range from 
570ᵒC up 610ᵒC for 3h and crystals structure analyses earned 
by XRD results. XRD patterns were recorded by utilizing X-
ray diffraction (D 5000 Siemens) with CuKα radiation. The 
absorption and transmittance spectrum of the heated 
instances were designated by using of UV Scanning 
Spectrophotometer. 

III. RESULTS & DISCUSSION 

The no annealed samples showed increasing light 
scattering with increasing time of coating as shown in Fig.1. 
To obtain better crystal structure, we added Ge ( 3%, 5% and 
10% ) powder to get the SrF2-Ge targets.  We formed thin 
samples on quartz substrate for 16h using sputtering system. 
XRD analyses of samples don’t show peaks for 3% samples 
and it means is amorphous but the first crystalline fraction of 
strontium can be observed in intensity peaks (2ϴ = 29.06ᵒ) 
appear in 5% samples and in 10% coated samples, the peaks 
of germanium and strontium appears in  26ᵒ, 27ᵒ, 29ᵒ and 37ᵒ. 

For the transmittance analyzes,  transmittance was fallen 
near of 215 nm wavelength in 3% sample, it means that there 
is absorption in 215 nm (Fig.2.a). In second sample, the 
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absorption occur in 220 nm wavelength (Fig.2.b) and in third 
sample, the absorption occur in 225nm (Fig.2.c). So we can 
see that when the percentage of germanium changed, the 
amount of absorption is change too.   

 
Figure 1. Absorption sprectrum of pure sample 

 

 
Figure 2a. Transmittance of %3Ge added sample 
 

 

Figure 2b. Transmittance of %5Ge added sample 
 

 
Figure 2.c. Transmittance of %10Ge added sample 
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Abstract— Biofilm is a group of microorganisms living in 

a polymeric structure that is sticked to biotic and abiotic 

surfaces. The strategies developed for the prevention of 

bacterial biofilms that cause many infections are great 

importance. In this study, the effect of levofloxacin loaded 

poly-lactic-co-glycolic acid (PLGA) drug delivery system 

against Staphylococcus aureus (ATCC 25923) biofilm was 

evaluated. Firstly, levofloxacin-loaded nanoparticles were 

prepared by emulsification solvent evaporation (ESE). The 

prepared drug delivery system was applied to S. aureus. 

Crystal violet (CV) assay was used to evaluate the antibiofilm 

effect of the drug delivery system. For the purpose of the 

control, only the drug (levofloxacin) and the empty polymer 

which were only drug free, were examined for the presence of 

antibiofilm effect. As a result, PLGA nanoparticles loaded 

with levocloxacin were found to be more effective on biofilm 

cells compared to the drug alone. 

Keywords— Biofilm, Drug delivery system, Levofloxacin, 

Staphylococcus aureus 
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Abstract— SiO2 and SiO2@TiO2 nanoparticles were 

synthesized by Stöber and solvothermal method, respectively. 

The characterization of synthesized nanoparticles was 

determined by SEM-EDS and XRD analyzes. The 

photocatalytic activity tests were tested on Acid Red 27 dye and 

the photocatalytic activity of SiO2 @ TiO2 photocatalysts was 

found to have higher photocatalytic activity compared to 

commercial TiO2 (Degussa 25).  

Keywords— photocatalyst, core-shell, photocatalytic 

decomposition, SiO2/TiO2 

I. INTRODUCTION  
Due to its electronic, optical properties and good chemical 

stability, TiO2 is still the most widely used photocatalyst 
based on cost-benefit ratio. TiO2 is frequently used in 
photocatalysis, self-cleaning coatings, dye-sensitive solar 
cells, nanoparticul face masks, medical devices in 
antibacterial coatings and optoelectronic energy storage 
devices [1-3]. However, photocatalysis with TiO2 is very 
closely related to physical properties such as surface area of 
titanium, crystallinity, morphology, particle size and 
crystalline phase, and anatase is the most active form of 
photocatalyst of TiO2. Despite the excellent properties of 
TiO2, there are some problems with nanometric TiO2, which 
makes practical applications difficult and costly. Such 
problems include agglomeration of the nanoparticles, phase 
transformation, reduction in surface areas after heat treatment, 
recombination of the photorealized electron-hole pair, lack of 
visible photoactivity due to the broadband range, and 
difficulty in recovering the nanoparticles from the aqueous 
suspension [4, 5]. 

In order to overcome these problems, titanium and other 
functional metals / metal oxide nanoparticles are coated in the 
form of a layer on the surface of thermally stable, low cost and 
high surface area core materials such as SiO2, ZrO2, MoO3 
and Fe2O3. The ability to synthesize silicon, rich and well-
known surface chemistry and adsorption capacity as easy and 
controllable by the Stöber method is one of the best core 
materials to prepare catalysts due to optical transparency [2, 
6, 7]. Another advantage of using SiO2 as the core material is 
that, for example, with improved properties, the shell material 
can be easily separated from the core @ shell structure with 
an alkali solution to obtain porous hollow spheres [8]. 

In order to increase the photocatalytic activity of TiO2, 
TiO2 nanoparticles were synthesized as a shell by the 
solvothermal method. SEM-EDS and XRD analyzes were 
performed to characterize the synthesized SiO2 @ TiO2 core-

shell photocatalysts. The photocatalytic effect of the 
photocatalysts produced is based on Acid Red 27 dye. 

II. EXPERIMENTAL 

A. Materials 

Ethanol (Sigma Aldrich, 99.8%), tetraethyl orthosilicate 
(Sigma Aldrich, 99%), ammonium hydroxide (Sigma Aldrich, 
25%) and distilled water were used for the synthesis of SiO2 
nanoparticles. 

Ethanol (Sigma Aldrich, 99.8%), zinc acetate dehydrate 
(Sigma Aldrich, 99%), sodium hydroxide (Sigma Aldrich, 
99%) and distilled water were used to add ZnO on the 
produced SiO2 nanoparticles. 

B. Synthesis of SiO2 Nanoparticles 

5 ml of 25% (w / w) NH4OH was added the solution 
consisting of 80 ml of ethanol + 20 ml of deionized water and 
continue to be stirred for 5 minutes. 1 ml of TEOS was added 
the solution medium under ultrasonic stirring. the solution was 
ultrasonically stirred for 3 h under 45% amplitude. SiO2 
nanoparticles are removed from the solution medium at 5000 
rpm by centrifugation. After washing with ethanol, it is 
allowed to dry at 110 ° C for 2 hours. 

C. Synthesis of SiO2 @ TiO2 Nanoparticles 

1 g of SiO2 nanoparticles, which have been previously 
synthesized and subjected to drying, are added to a solution of 
56 ml of ethanol + 3.5 ml of titanium butoxide (TBT) and 
mixed under ultrasound for 15 minutes. Then 200 ml of Teflon 
autoclave is placed in the reactor. 14 ml of distilled water is 
placed in the reactor in a way not to touch the solution and 
kept in the oven at 150°C for 12 hours. The autoclave reactor 
was cooled to room temperature and the nanoparticles were 
removed from the solution medium at 5000 rpm by 
centrifugation. The nanoparticles were washed 5 times with 
distilled water and ethanol, and dried at 60 ° C for 3 hours. 
The calcination process was performed at 500°C for 3 hours. 

D. Photocatalytic Activity Tests 

Photocatalytic experiments were carried out in a jacketed 
reactor. The reaction temperature was kept constant at 25°C 
with a programmable constant temperature water circulator. A 
44 W/m2 (257 nm) UV lamp was immersed the dye solution 
as a source of light. O2 is provided the reaction medium by 
pumping air at constant flow rate. 
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III. RESULT AND DISCUSSION 

The results of SEM and EDS analysis for SiO2 
nanocomposites are given in Figure 1. 

 
Figure 1. SEM and EDS analysis of SiO2 nanoparticles 

As shown in Figure 1, the SiO2 nanoparticles show good 
monodispersion and have completed their spherical 
formation. SiO2 nanoparticles have diameters in the range of 
160 to 260 nm, with an average diameter of approximately 
220 nm. Silicon and oxygen have been proven by EDS 
analysis of SiO2 nanoparticles. 

The results of SEM and EDS analysis for the 
characterization of SiO2@TiO2 nanoparticles synthesized by 
solvothermal method are given in Figure 2. 

 
Figure 2. SEM and EDS analysis of SiO2@TiO2 nanoparticles 

As shown in Figure 2, the synthesized SiO2@TiO2 
nanoparticles show a homogeneous distribution. TiO2 
nanoparticles coated on the surface of SiO2 appear to be 
scattered on the surface in the form of granules. This porous 
structure increases the contact surface area and increases the 
efficiency of photocatalytic decomposition. The SiO2@TiO2 
nanoparticles have diameters in the range of 185 to 285 nm, 
with an average diameter of approximately 240 nm and are 
larger than SiO2 nanoparticles. The presence of silicon, 
titanium and oxygen has been proven by the EDS analysis of 
SiO2 @ TiO2 nanoparticle. 

 Figure 3 shows the XRD analysis of SiO2 and SiO2 @ 
TiO2 nanoparticles. 

 
Figure 3. XRD pattern of SiO2 and SiO2 @ TiO2 nanoparticles 

As shown in Figure 3, no sharp peak corresponding to 
SiO2 was observed due to the fact that the synthesized SiO2 
nanoparticle had amorphous structure, but a wide peak at a 
low diffraction angle of 20 ° to 30 ° was observed. The 
diffraction peaks of the synthesized SiO2@TiO2 
nanoparticles at 25,27, 37,48, 48,87 and 58,262 show the 
planes of the (101), (004), (200) and (211) tetragonal anatase 
of the TiO2, respectively. Due to the amorphous shell SiO2 
nanoparticles, a wide peak at a low diffraction angle of 20 ° to 
30 ° is observed. 

The photocatalytic degradation graph of Acid Red 27 dye 
is given in Figure 4 for SiO2, SiO2@TiO2 and TiO2 
nanoparticles (Degussa-25). 

 
Figure 4. Graph for photocatalytic decomposition of Acid Red 27 solution  

The photocatalytic activity of the nanoparticles was 
performed on Acid Red 27 dye in a batch reactor. Figure 4 
shows a graph of dye decomposition on the nanoparticles in 
the batch reactor. During the 120-minute period, the 
nanoparticles adsorbed the average 4.4% of dye in the dark 
medium. After 120 minutes, SiO2 nanoparticles removed 
11.5% of the dye. While the 120-minutes removal of TiO2 
(Degussa, P25) nanoparticles was 84.36%, SiO2 @ TiO2 
nanoparticles showed 100% removal within a period of 90-
105 minutes. 

IV. CONCLUTION 
SiO2 and SiO2@TiO2 nanoparticles were synthesized by 

Stöber and sol-gel method, respectively. The characterization 
of synthesized nanoparticles was determined by SEM-EDS 
and XRD analyzes. The photocatalytic activity tests were 
tested on Acid Red 27 dye and the photocatalytic activity of 
SiO2@TiO2 photocatalysts was found to have higher 
photocatalytic activity compared to commercial TiO2. 
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Abstract— The most commonly used group to produce 

biotechnological enzymes is thermophilic microorganisms. 

Their enzymes can catalyze biochemical reactions at very high 

temperatures. Thermophilic enzymes are more stabile and 

active against pH changes and high temperatures, exhibit 

optimum activity at higher temperatures than the optimum 

growth temperatures of microorganisms and do not allow 

microorganism contamination in the environment at high 

temperatures, they significantly increase the diffusion rates and 

solubilities of the materials involved in the reaction, thus 

allowing more product formation.  In this study, it is aimed to 

isolate thermophilic Bacillus species with industrial enzyme 

activities from hot water sources in Erzurum province. The 

isolates were identified by amplification and analyses of 16 S 

rRNA gene region. As a result of identification of 16 bacterial 

isolates, four different Bacillus strain (B. firmus, B. siralis, B. 

pumilus and B. circulans) were determined. Besides, the bacteria 

were evaluated for protease, amylase and lipase activities.  

Keywords— Bacillus spp., Protease, amylase, lipase, 16s rRNA 

sequence 

I. INTRODUCTION  

Temperature is an important factor for microbial growth. 
Microorganisms can be classified under three main groups as 
psychophiles, mesophiles and thermophiles based on their 
temperature for growth. Psychrophiles are microorganisms 
that can grow in temperatures less than 15 °C, mesophiles in 
temperature 15-45 °C, and thermophiles above 45 °C [1,2]. 
The extremophiles can live from volcanoes with very high 
temperature values, to poles with very low temperatures, from 
high pH values (pH 10-12) to low pH values (pH 0-3) due to 
their cell membranes, enzymes, nucleic acids, proteins and a 
number of cell structures. They have an enzyme called as 
reverse DNA gyrase making positive supersarmal in DNA. 
This enzyme increases the melting point of DNA and makes 
more resistant to a denaturation which occur with heat effect 
[6,7,8]. They have also saturated fatty acids in the cell 
membranes that give a hydrophobic structure to the cell and 
hydrophobic interactions and electrostatic disulfide bridges 
that give stability to biological structures. Additionally, 
structures based on the interaction of two opposing charged 
ions, called salt bridges or ion pairs, are another adaptation 
mechanism seen in thermophiles [9,10].  

Thermophilic microorganisms have been widely used for 
biotechnological applications due to the ability of their 
enzymes catalyzing biochemical reactions at very harsh 
conditions. The enzymes originating from the 
microorganisms preferred in the industry. Because, they have 
higher catalytic activity and stability compared to the 
enzymes of plants and animals. In addition, they can be more 
economically obtained in large quantities as well as high 
purity. They do not even create by-products. Also, 
microorganisms grow rapidly and can utilize from cheap 
sources. Many industrial wastes can be considered as 
substrates for the enzymes of microorganisms [5, 
19,20,21,22,23].  

 Recently, the demand for thermophilic enzymes have 
been increasing due to their benefits in industrial applications 
[24,25]. In terms of biotechnological processes, if 
temperature increases, solubility, diffusion rates of organic 
compounds and reaction speed will increased and  unwanted 
viscosity of the environment will be reduced [23,25]. At the 
same time, the use of thermophilic enzymes in 
biotechnological applications will prevent contamination of 
other microorganisms. The biotechnologically important 
thermophilic enzymes have marketshare 59% for proteases, 
28% enzymes of carbohydrates and 3% for lipases. 
Proteinase is used for milk precipitation, meat smoothing, 
cakes, bread, biscuits, crackers, silage production, fabric 
bleaching, detergent industry, leather, lipase for oil based 
detergent industry, interesterification of oils, milk and food 
industry, galactosidase for milk and cheese industry, amylase  
for starch hydrolysis, baking, silage production, alcohol 
fermentation, detergent industry, cheese making, textile, food 
industry, cellulose for animal feed industry, food industry, 
testill and paper industry, chitinase for pharmaceutical 
industry, for xylinase for starch gluten separation, bread 
volume expansion, paper industry and pectinase for food and 
textile industry [17,27,28]. The isolations of thermophile 
bacteria have been carried out generally from various hot 
water sources and hydro-wells [3,4,5]. 

 In this study, it is aimed to isolate thermophilic 
Bacillus species with industrial enzyme activities from hot 
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water sources in Erzurum province. Then, the bacteria were 
searched to have protease, amylase and lipase activities.  

II. MATERYAL-METOD 

A. Isolation and Purification of Thermophilic Bacteria 

 
In the research, water samples were taken from the thermal 

water sources in winter (December-January) and spring 
periods (April) under aseptic conditions. The samples were 
grown in NA, TSA, PCA and LBA solid and NB, TSB and LB 
broth media. Cultures were incubated at 45 °C, 55 °C and 65 
°C. Developing bacterial colonies were examined and 
morphologically different ones were selected and pure 
cultures of these colonies were prepared and incubated for 24 
hours. At the end of the incubation, stored at -80 °C in 30% 
glycerol and Luria Bertani Broth (LB) for further studies. 

B. Identification of Bacterial Isolates 

 The isolation of DNA from bacterial isolates was 
performed according to the method described by Kohoodoo 
and Jaufeerally-Fakim (2004). Sequencing of 16S rRNA of 
the isolates and amplifications of the target gene were done 
using the universal bacterial primer 1492R (5′- TAC GGY 
TAC CTT GTT ACG ACT T-3′) and the domain bacteria-
specific primer 27F (5′- AGA GTT TGA TCM TGG CTC 
AG-3′). Amplification of DNA was carried out under the 
following conditions: denaturation at 94°C for 5 min 
followed by 34 cycles of 94°C for 1 min, binding 34 cycles 
of 48°C for 30 s, 72°C for 1.5 min, and final extension at 
72°C for 8 min. Amplified PCR products of bacterial isolates 
were analyzed by electrophoresis with 1% agarose gel. 

 Amplified PCR products were cloned  into pGEM-T Easy 
vector. 50 μl of plasmid samples were taken. Samples was 
sent to the Medsantek Company for sequence analysis 
(Turkey). Sequence results were interpreted using the BioEdit 
program. 16S rDNA sequences were compared to the 
bacterial sequences registered with the GenBank 
(http://blast.ncbi.nlm.nih.gov/blast.cgi) (BLAST analysis). 
In this way, bacterial isolates were identified at species level 
[29]. 

C. Determination of Enzyme Properties of Bacterial Isolates 

 
Amylase Test 

This test is carried out to determine whether bacterial 
isolates break down starch through the enzyme amylase. 
Bacterial isolates were incubated for 3 days by striking in NA 
medium containing 1% starch. At the end of the incubation 
period, petri dish was treated with leucol solution.The ones 
giving blue color were negatif, the ones forming open zone 
around the lines were considered positive [22]. 

Protease Test 

 This test is carried out to determine the hydrolysis casein 
protein of bacteria isolate with presence of protease enzyme. 
For this purpose, medium containing 10% skim milk was 
incubated for 3 days by streaking. The zones around the 
colonies were evaluated as positive [22]. 

Lipase Test 

 This test is performed in order to analyze the presence of 
lipase enzyme that hydrolyzes oils in bacterial isolates. The 
used medium was prepared with 1.25 g pepton, 0.75 g meat 
extract, 2.5 g butter and 3.79 g agar in 250 ml. Bacterial 
isolates were incubated for 3 days by streaking.The zone 
formation seen after incubation was evaluated as positive 
[18]. 

III. RESULTS AND DISCUSSION 

The identification of the isolates was assessed by the 16S 
rRNA sequencing. Sequence analysis showed high similarity 
with those of the reference strains available in the GenBank 
databases. (Table I). 

Bacterial isolates collected from hot water sources were 
evaluated for amylase, protease, lipase activities (Table II). 
Fourteen isolates have both amylase and protease and lipase 
activity. Multiple enzyme activity is very important in 
detergent industry. It has a high rate of preference because of 
the high activity of the product. 

There are many literatures reported that Bacillus species 
have remerkable protease, amylase and lipase activities 
among thermophilic bacteria. Our results supported by the 
literature. Microorganisms have generally special adaptions 
their living environment. Therefore, the same species of the 
same genus can show different characteristics if they grow in 
different conditions. In the light of this information, the 
enzymes of the isolated bacteria can be more suitable than the 
enzymes searced before. In the future, it is planned to study 
biochemical characterization and purification of the enzymes. 

Table 1. the results of 16s rrna sequencing 

Strain Code Strain Name 

IK2 Bacillus circulans 

IK3 Bacillus firmus 

IK5 Bacillus firmus 

IK7 Bacillus circulans 

IK8 Bacillus firmus 

IK10 Bacillus circulans 

IK12 Bacillus circulans 

IK15 Bacillus siralis 

NK14 Bacillus pumilus 

HY3 Bacillus siralis 

HY9 Bacillus firmus 

IY3 Bacillus firmus 

IY8 Bacillus firmus 

IY10 Bacillus firmus 

IY11 Bacillus circulans 

HK7 Bacillus circulans 
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Table 2. The results of Enzyme activitıes 

Isolates Code 

Enzymes 

Amylase Protease Lipase  

HK7, IK2, IK7, 
IK10, IK12, 
IY11, IK3, IK5, , 
IK8, , HY9, IY3, 
IY8, HY3, IY10 

 

+ 

 

+ 

 

+ 

 

IK15 NK14 - + + 
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Abstract—Colourants are widely used as additive in many 

foods to make them more appealing and remarkable for 

consumers. To date, synthetic dyes have been mostly preferred 

due to their low cost, easy availability and efficacy. However, it 

was determined that synthetic dyes cause serious environmental 

problems.  They are highly mutagenic, toxic and carcinogenic to 

every living organisms. Therefore, there is a big necessity to find 

natural dyes which are unharmful for environmental health. 

For this purpose, various soil samples from different areas of 

Erzurum city were used to isolate colourful and pigment-

producing bacteria. Nutrient broth and Nutrient agar were used 

for enrichment and isolation of pigmented bacteria. Among 

many bacterial isolates, red coloured bacterial isolate was 

selected and gram staining property and morphological 

characters such size, shape and colour were determined. Then, 

16 S rRNA analysis was carried out for taxonomic classification. 

According to the results of this study, the isolate was identified 

as Serratia plymuthica. Besides, the pigments of the bacteria was 

extracted by methanol extraction. The antimicrobial activity of 

the obtained pigments was evaluated. After this test, the isolated 

pigments were applied to epithelial cells to evaluate toxic.  

Keywords— Pigment producing, Serratia plymuthica, 

Biocolorant, Natural dyes 

I. INTRODUCTION  
Synthetic dyes are extensively used in many industrial areas 
such as textile, paper, photography, food, cosmetic, and 
leather [1, 2]. Nowadays, over 105 different dyes have been 
produced worldwide and their annual production is over 
7×105 metric tons [3].  Due to largescale production and 
extensive application, synthetic dyes can cause considerable 
environmental pollution and are serious health-risk factors 
because of their extreme production and extensive usage [4].  
The usage of synthetic dyes brings out huge amount of 
coloured wastewater causing very serious environmental 
problems such as damages of aesthetic nature, transmission of 
sunlight into natural water sources photosynthetic action of 

autotrophic aquatic bioata [5]. Besides, synthetic dyes 
contamination decreases food intake, growth and fertility 
rates, damages liver, spleen, kidney, heart, eye, lungs, etc. of 
organisms because of being highly mutagenic and toxic and 
carcinogenic to mammalian cells [6]. As the usage of synthetic 
dyes have many disadvantages, the usage of natural dyes has 
been increasing day by day. The plants, the animals, the fungi 
and the bacteria are the sources to obtain different pigments 
which supply different colours. Especially, bacteria are 
preferred to biotechnological production and application of 
dyes because of their easy and rapid reproduction and easy 
manipulation. Microbial sources, especially bacteria and 
some fungi can produce pigments that give the bacteria 
colourful being. There are many researches about bacteria 
producing different colour pigments. Staphylococcus aureus, 
Micrococcus luteus and Malleomyces mallei produce yellow 
pigments and besides various Mycobacteria strains, 
Prevotella melaninogenicus, Serratia marcescens, 
Chromobacterium violaceum and Planococcus citreus 
produce orange, black, red, purple and lemon-yellow 
pigments, respectively. Pseudomonas aeruginosa is an 
another bacteria known as green, blue and fluorescence 
pigments producing [7]. Bacterial pigment production is now 
one of the emerging fields of research to demonstrate its 
potential for various industrial applications. Some pigments 
are produced by bacteria as extracellular or intracellular. 
Intracellular pigments do not change the colour of the 
medium as they do not dissolve in water. Therefore the colour 
is limited to the bacterial colony. However, extracellular 
produced pigments can easily dissolve in water, they give 
their colours on media [8, 9, 10, 11].  They can be obtained 
different processes such as, extraction, isolation or synthesis. 
In the light of these information, the pigment producing 
bacteria was isolated from the soil sample and identified by 
classical and molecular methods. Then, the pigments of the 
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bacteria were obtained by methanol extraction to evaluate the 
antimicrobial and toxic activities.  

II. MATERIALS AND METHODS 

A. Sample Collection and Isolation of Bacteria 

Various soil samples from different areas of Erzurum 
Province were used for the isolation of pigment-producing 
bacteria. The media used for enrichment and isolation of 
pigmented bacteria were Nutrient agar and Nutrient broth. 
From the collected soil samples, soil suspensions were 
prepared using sterile distilled water. Loopful of soil 
suspension was streaked on sterile nutrient agar plates and the 
plates were incubated at 27 °C for 24-72 hours. Only the 
pigmented bacterial colonies were selected and sub-cultured 
on the nutrient agar plates for further studies. During the 
incubation time, representative colonies were selected and 
purified by repeated re-streaking on NA, and were then stored 
at –80◦C in 30% glycerol and Luria Bertani Broth (LB) for 
further studies. 

B. Identification of Bacteria 

At first, the properties of cell and colony morphology, 
gram reactions were determined using the methods described 
by Harley and Prescott (2002) [12]. To identify the bacteria, 
determination and analyses of gene region called as ‘16S 
rRNA’ were performed. DNA isolation, 16S rDNA 
amplification with 27F and 1492R universal bacterial primers 
by PCR, cloning the PCR product into pGEMT vector and 
sequence analyses were performed by the methods described 
by Gulluce et.al (2014) [13]. 

C. Pigment Extraction 

The pigments were isolated using with methanol 
extraction method. The pigment producing bacterial colony 
was inoculated in Nutrient broth of 300 ml and was incubated 
at room temperature for four to five days. Four to five days old 
cultured broth was centrifuged at 10,000 rpm for 10 minutes; 
pellet was suspended in 95% methanol and centrifuged again 
at 10,000 rpm for 10 minutes. Supernatant was collected 
which red in colour, is filtered using 0.2μm Whatmann paper. 
Filtrate was concentrated by rotary evaporator. Extract was 
added with 5 ml of 95% methanol and transferred to a 
petridish, dried in oven [14]. 
D. Antimicrobial Tests 

To check if the extracted pigments have any antibacterial 
property, The method described by Gormez et. al. (2016) 
[15].  

E. Hemolytic Activity 

Hemolytic activity assay was performed with red blood 
cells to evaluate the effect of isolated pigments on erythrocyte 
cells. A commercially available whole blood sample was 
used during the experiment. 3 replicates were run for each 
sample. Measurements were taken at 577 nm, where 
hemoglobin was maximized. 200 μl of diluted red blood cell 
+ 800 μl dH2O as positive control, 200 μl of diluted red blood 
cell + 800 μl D-PBS were used as negative control [16]. 

III. RESULTS AND DISCUSSION 
The isolated bacterium was Gram-negative, facultatively 
anaerobic and rod-shaped bacterium of the 

Enterobacteriaceae family. The isolate was identified by 16 S 
rDNA PCR as Serratia plymuthica. Isolated pigments 
evaluated about antimicrobial potential. However, 
antimicrobial activity was not observed. 

According to the results of hemolytic activity, the 
pigments showed cytotoxic effects. Initial concentration was 
7.32 mg/ml. Then, 102, 10-1, 10-2 and 10-4 fold decreasing 
pigment concentrations were applied blood cells and our 
results showed that applied in all doses showed hemolytic 
activity (Figure 1).  

This research is a prestudy to find new sources for red 
colour from natural sources. Serratia spp. are bacteria 
commonly found in soil, natural water sources, floras of plants 
and animals. The usage of these bacteria can be dangerous for 
health. However, it is planned to determine and clone the gene 
region that is responsible for the pigment production in to 
expression vector in the next step of ourstudy. The pigments 
obtained from bacteria showed toxic effect on blood cells at 
concentration 102, 10-1, 10-2 and 10-4. These results can show 
because of the osmotic shock caused by high pigment 
concentrations. Therefore, additional studies should be 
performed to find the concentration level that is not toxic. If it 
is determined that all the concentrations are toxic, the colour 
pigment can be evaluated to use intextile industry. 

 
Fig. 3. Hemolytic activity of pigments  

 

Fig. 4. Growth of Serratia plymuthica on NA.  
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Abstract— Screen printing process is one of the easy and cheap 

process that can be used to realize large volume, low cost and 

multifunctional metamaterials. In this work, meta-materials 

were fabricated screen-printing method by using special 

geometry, which was obtained by CST simulation results. The 

S-parameters of the designed meta-materials were measured by 

using cryogenic cooler. We described    the use of an    additive 

manufacturing   method, screen-printing, as a means   of 

inexpensively integrating artificial electromagnetic properties 

of meta-materials within a structural   composite. In order to 

fabricate meta-materials, the masks seen Figure 1-2 were 

designed with special geometry. The quality factors of the meta-

materials were calculated from the S parameters (S21). It is 

observed that the quality factor value was between 103 and 104. 

We fabricated and   characterized two   different 

electromagnetic surfaces to illustrate the concept. It is thought 

that the results of the work will also benefit companies and 

organizations operating in this area. 

Keywords—YBCO, Metamaterial, Screen Printing, 

Superconducting electronics, High Temperature 

Superconductors, S parameters 

I. INTRODUCTION  
Meta-materials are not available in nature. They are obtained 
only engineering techniques [1]. Meta-materials, having 
thanks to their negative refractive index, they can manipulate 
the incoming wave. By means of the this extraordinarily 
special feature, it can be used for energy harvesting, signal 
absorbing, invisibility. One of the most important applications 
of meta-materials is excellent signal absorption application. 
Excellent signal absorption is achieved by damping the 
electromagnetic wave [2-3].  

Electronic devices in today’s technologies shrink in size and 
lower of these devices power consumption is observed. This 
needs research on obtaining strength with meta-material has 
caused and increased interest in this field [4-5].  

Meta-material produced by Screen Printing method in this 
study. Screen Printing is a very cheap and easy method for the 
production of meta-materials. Screen Printing System is seen 
Figure 3 [6]. 

II. MATERIAL AND METHOD  
Meta-material was produced by 2 methods. First method was 
used linseed oil, Xylene and Alpha-terpineol. The linseed oil 
was boiled for 3 days between 200 °C and 300 °C. In order to 

make a homogenous mixture, a magnetic mixer was used. 
When the analog heater was used, the temperature values 
were controlled by the temperature gauge so that the 
temperature values were between 200 °C and 300 °C. %85 of 
the boiled linseed oil, %12.5 Xylene and %2.5 Alpha-terpinol 
were mixed in a glass cap for 24 hours. %70 of the paste 
composed of the linseed oil, Xylene and Alpha-terpineol with 
%30 of the YBCO compound were mixed using magnetic 
mixer. The printing on the glass was dried at 150 °C for 10 
minutes in the circuit. Then it was heated at 300 °C for 3 
hours. Alpha-terpineol with Ethyl cellulose were used for the 
second method. Ethyl cellulose and Alpha-terpineol were 
mixed at 40 °C for 3 hours (1:12, 1: 9, 1:10 rate). The mixture 
with YBCO was the same as the other method. The printing 
on the alumina was dried in the circuit for 10 minutes at 150 
°C. Then it was heated at 700 °C for 30 minutes [6]. 
 

 
Figure 1. Meta-Material Mask Design and Shape 

 

                
 

Figure 2. Print Circuit Board on Glass and Alumina 
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Figure 3. Screen Printing System 
 

Firstly, measurement system of meta-materials seen Figure 4 
was vacuum tested. As a result of the test on the system, 
vacuum holding was observed. Secondly, the system was 
tested for heat resistance. While the system was holding the 
vacuum, liquid nitrogen was filled from the end of the metal 
pipe. It was observed that the temperature decreased to 77 °K. 
Sufficient temperature to be the superconductor of YBCO is 
90 °K. Finally, S parameters of YBCO superconducting 
meta-material were measured with 2 wired prop.   
 

 

 
 

Figure 4. Measurement System of Meta-Materials 

III. RESULTS AND DISCUSSION 
Both the simulation and the test results show that the meta-
materials have resonance frequency around 6 GHz. The 
resonance frequency is determined by determining the lowest 
dB value of the S21 measurements and the frequency is 
calculated by the 3 dB points shown in Figure 5. According 

to Formula 1, Quality factors are calculated considering the 
difference between these points. The quality factor values 
belonging to the YBCO meta-materials are measured 
between 103 and 104. 
 

 
Figure 5. Quality Factor Measurement 

 
 
Q=fo/BW     (1) 
 

 
 

Figure 6. S21 Simulation Results with CST Program 
 

 
 

Figure 7. Experimental S21 Graph with Network Analyzer 
 

Table 1. CST Simulation and Test Result  
Parameter Resonance 

Frequency 
Quality Factor 

S21-Simulation 6 GHz 1,4278x103  
S21-Test 6,837 GHz 1.6276x103 

IV. CONCLUSION 
It was observed that quality factors value was between 103 and 
104. The results of the simulation (Figure 6) and the test 
(Figure 7) were quite compatible. High quality factor 
decreases losses. In the production of metal materials, a 
relatively inexpensive and easy method was used. We 
fabricated and   characterized two   different electromagnetic 
surfaces to illustrate the concept. It is thought that the results 
of the work will also benefit companies and organizations 
operating in this area. 
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Abstract-Over ninety percent of Turkey’s area 

lands on Anatolian peninsula. Anatolia is one of the 

oldest occupation places of the World and hence; hosted 

numbers of civilisations. These civilisations left their 

fingerprints on this land by means of historic structures 

and folkloric applications. To protect and carry these 

architectural and cultural heritage to the future and 

commit them to our next generations are of our major 

responsibilities by civil engineering point of view. On 

the other hand, Anatolia is one of the most active 

seismic zones of earth and experienced numbers of 

highly destructive earthquakes. Erzincan city, located 

on east Anatolia, is unfortunately well known by its 

highly destructive seismic history. This study presents 

details of one part of a research about a strong 

earthquake survivor; Erzincan Değirmenliköy Church. 

The church is a stone masonry construction of ~250 

years old and still withstand; being good in shape. The 

only loss of the structure is the abscissa. This historic 

masonry withstands during 1939 and 1992 Erzincan 

earthquakes, although numbers of historic masonry 

buildings of the region were totally collapsed. Hence, a 

research has been started to understand the seismic 

behaviour of the church and herein paper provides the 

details of the first stage of the study. At the first stage, 

structural modal creation and model update of the 

church via operational modal analysis were realized 

and lost abscissa was added to the final model to be used 

for dynamic analysis. The details of model preparations 

of Erzincan Değirmenliköy Church are presented.  

Keywords-Erzincan Değirmenliköy Church, Historic 

Masonry, Macro Modelling, Operational Modal Analysis, 

Model Calibration  

I. INTRODUCTION 

Cultural heritage is of primary importance for the 
occupants of the land. It represents the history and memory 
of the people and civilisations. Being the great portion of 
Turkey; Anatolian land hosts numbers of civilisations. 
Almost everywhere on Anatolia, there exists historic 
buildings, architectural ruins and folkloric marks. It is a 
humanitarian responsibility and sign of respect to protect 
and commit this heritage to the next generations. But; 
protect from what? Is this question is asked for Anatolia, 
the answer is generally simple: from earthquakes.  

Anatolia is one of the most active seismic zones of 
earth. Numbers of disastrous earthquakes hit the land and 
even caused lost of cities. Erzincan city is one of the most 
effected cities from strong ground motions. The city is 
located on east Anatolia region. North Anatolian Fault, 
very well known by seismologists, and some other ones 
surround the city. [1] Strong ground motions hit Erzincan 
city for several times and almost no historic masonry 
building survived. [2]  

1939 Erzincan earthquake is one of the most destructive 
earthquakes of the world for all times. Magnitude of the 
ground motion is reported to be almost 7.8~8; and total loss 
of life is stated to be ~33.000. In the 20th century, another 
major earthquake hit the city again on March 13, 1992. The 
magnitude of 1992 Erzincan earthquake is reported to be 
6.8 and ~700 people died. [3] Hence, the city was seriously 
affected from the earthquakes by means of life losses and 
collapse of the buildings. However, two stone masonry 
buildings are surprisingly standing; although they have 
experienced both 1939 and 1992 Erzincan earthquakes! 
The buildings are Erzincan Main Train Station which is 
constructed on 1938 and Erzican Değirmenliköy Church of 
19th century. 

This paper is providing information about the first stage 
of seismic performance evaluation of Erzincan 
Değirmenliköy Church. This stone masonry building is 
located just ~20 kilometres away from Erzincan city centre 
and very close to active faults. It survived both 1939 and 
1992 Erzincan earthquakes. The only damage is the loss of 
the abscissa. The villagers, living in Değirmenliköy 
Village, mention about the collapse of the abscissa during 
1939 Erzincan earthquake. The main purpose of the 
research is to understand seismic behaviour of the church; 
such that it withstands during two major, severe ground 
motions. The first stage is to create a reliable structural 
model to be used for further analysis. This paper provides 
information about this stage.  

In order to create a reliable structural model, a 
comprehensive research was realized for information 
gathering about the church building. Material properties 
were studied. Structural model was created as to represent 
existing status and theoretical modal analysis was carried 
out. Using ambient vibration measurements, operational 
modal analysis was carried out; experimental mod shapes 
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and modal frequencies was obtained. Structural model was 
calibrated as to calculated experimental modal properties 
and abscissa was added to the model for further dynamic 
analysis which are planned to be carried out in order to 
understand dynamic behaviour of the historic masonry.  

II. ERZİNCAN DEĞİRMENLİKÖY CHURCH 

Erzincan Değirmenliköy Church is located in 
Değirmenliköy Village of Erzincan city; which is almost 
~20 kilometres away from city centre. Church is officially 
recognised as a historic building and under protection of 
Turkish authorities. Construction date is reported to be 
~1860’s. It has a rectangular plan with the dimensions of  
9.80x16.90 meters. Different natural stones like serpentine, 
andesite and lightweight limestone were utilized for 
construction. Among the others, lightweight limestone 
(unit weight is almost 1.3 gr/cm3) is the mostly used 
material. Whole body of church is generally good in shape 
only with some cracks over the walls of the building. The 
abscissa of the church is absent. However, the connection 
points of abscissa with the church body and traces of its 
foundation are recognizable on the floor.   A general view 
of the church is provided in Figure 1.  

 
Figure 1. General View of Erzincan Değirmenliköy Church 

III. STRUCTURAL MODEL CREATION FOR 
CURRENT SITUATION 

During the information collection, only a very simple 
plan drawing of the church was obtained which was not 
enough for structural model creation. Hence, architectural 
drawings of the church were created to obtain geometric 
properties reliably. It should be underlined that, there is 
almost no technical information about the church in the 
literature or in official records. So, material 
characterisation and determination of mechanical 
properties were also done. Schmidt hammer test was 
mainly used to define compressive strength of stone units. 
Equations provided in Turkish Seismic Code and Eurocode 
6 were used for final calculations of mechanical properties 
of historic masonry. [4,5] On the other hand, composition 
of mortar and plaster was evaluated via electron 
microscope scanning. This study was carried out in High 
Technology Research Centre (YÜTAM) of Erzurum 
Technical University. A general view from chemical 
composition analysis of mortar and plaster is provided in 
Figure 2.  

 
Figure 2. Chemical Composition Analysis of Mortar and Plaster Samples 

After determination of geometry and material 
properties, structural model of the church was created in 
SAP2000 software. [6] Macro modelling approach was 
adopted for masonry modelling. [7] The model that 
represents existing situation of the church consists of  total 
of 2275 solid elements and 5800 joints. A general view of 
the model is provided in Figure 3.  

 

 
Figure 3. A General View of The Church Model that Represent the 

Existing Situation 

After the model creation, theoretical modal analysis 
was carried out in order to calculate mod shapes and related 
modal frequencies. Results of theoretical modal analysis 
for initial model are presented in Table 1. Theoretical 
modal analysis is of primary importance for 
instrumentation of operational modal analysis. Locations 
of vibration measuring devices are determined according to 
theoretical mod shapes.  

Table 1. Results of Theoretical Modal Analysis of Initial Model 

Mod 

Number 
Mod Shape 

Modal 

Frequency (Hz) 

1 Lateral movement on short direction 6.38 
2 Vertical Movement of Vaulted Roof 7.71 
3 Torsional Movement 8.78 
 

IV. OPERATIONAL MODAL ANALYSIS OF THE 
CHURCH 

Since, the material is masonry; a number of 
assumptions were done. For a more reliable analysis to 
understand dynamic behaviour of the church; the structural 
model should be verified. In this stage, operational modal 
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analysis technique was used to determine in-situ (real) 
dynamic behaviour parameters like mod shapes and modal 
frequencies.  

Operational Modal Analysis (OMA) is also called 
output-only modal analysis, ambient response analysis, 
ambient modal analysis, in-operation modal analysis, and 
natural input modal analysis. A typical modal test of a 
structure is performed by measuring the input forces and 
output responses for a linear, time-invariant mechanical 
system. The excitation is either transient (impact hammer 
testing), random, burst-random or sinusoidal (shaker 
testing). The advanced signal processing tools used in 
operational modal analysis techniques allow the inherent 
properties of a mechanical structure (resonance 
frequencies, damping ratios, mode patterns) to be 
determined by only measuring the response of the structure 
without using an artificial excitation. This technique has 
been successfully used in civil engineering structures 
(buildings, bridges, platforms, towers) where the natural 
excitation of the wind is used to extract modal parameters. 
[8, 9, 10] It is now being applied to mechanical and 
aerospace engineering applications (rotating machinery, 
on-road testing, in-flight testing). [11,12, 13] The 
advantage of this technique is that a modal model can be 
generated while the structure is under operating conditions. 
That is, a model within true boundary conditions and actual 
force and vibration levels. Another advantage of the 
technique is the ability to perform modal testing in-situ, 
i.e., without removing parts under test. The test can be 
performed with other applications or activities in parallel 
and does not affect or interrupt daily use of the machine or 
structure. 

Considering the advantages of operational modal 
analysis, ambient vibration measurements were taken from 
the church.  3D accelerometers of high sensitivity 
were used for ambient vibration measurements and 
recordings.  Total of 7 wireless devices were used and they 
were all synchronized via GPS antenna connection. A 
general view from measurements is provided in Figure 4.  

 

 
Figure 4. General View From Ambient Vibration Measurements 

Recorded acceleration data were processed by using 
Artemis Modal Pro software. [14] Frequency Domain 
Decomposition (FDD) concept was followed to obtain mod 
shapes and modal frequencies. Results of operational 
modal analysis are provided in Table 2.  

Table 2. Results of Operational  Modal Analysis of Erzincan 
Değirmenliköy Church 

Mod 

Number 
Mod Shape 

Modal Frequency 

(Hz) 

1 Lateral movement on short 
direction 3.56 

2 Vertical Movement of 
Vaulted Roof 5.18 

3 Torsional Movement 6.89 

V. STRUCTURAL MODEL CALIBRATION 

Operational modal analysis provided the same mod 
shapes as that of theoretical modal analysis. However, 
related modal frequencies differed a lot. So, the model 
calibration was needed. There exists three major 
applications for theoretical model update in order to reach 
experimental mod shapes and modal frequencies. First one 
is to check the geometry and dimensions. Second one is to 
update the support conditions and third one is to re-evaluate 
mechanical properties of the masonry. Since, the mod 
shapes were obtained as identical for both theoretical and 
experimental analysis; mechanical properties of the 
masonry units were updated to reach the experimental 
modal frequencies. Considering fk as compressive strength 
and E as modulus of elasticity of masonry unit and; results 
of all modal analysis are presented in Table 3. It is clearly 
seen that, modulus of elasticity values of masonry units 
were initially overestimated. For updated model, difference 
of first, second and third modal frequencies from that of 
experimental ones are %0.2, %2.1 and %23, respectively. 
Updated model provided first two modal frequencies 
almost equal to that of experimental ones, assigned 
mechanical properties of masonry units (E=27fk - 40fk) 
were accepted and used for the next model creation which 
represents the initial situation of the church with existence 
of abscissa.  
Table 3. Overall Modal Analysis Results for The Model that Represent 
the Existing Situation 

Mod 

Number 
Mod Shape 

Modal Frequency (Hz) 

Initial 

(E=200fk) 
Experimental 

Updated 

(E=27fk - 

40fk) 

1 Lateral movement 
on short direction 6.38 3.56 3.57 

2 Vertical Movement 
of Vaulted Roof 7.71 5.18 5.07 

3 Torsional 
Movement 8.78 6.89 5.29 

 

VI. STRUCTURAL MODEL CREATION FOR 
ORIGINAL CONSTRUCTION 

As mentioned above, Erzincan Değirmenliköy Church 
is a strong survivor of 1939 and 1992 Erzincan 
earthquakes; both of which are two of the most destructive 
earthquakes of all times. The main aim of the whole 
research is to understand the dynamic behaviour of 
Erzincan Değirmenliköy Church. At the meantime, the 
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abscissa of the church does not exist. However, it was a 
part of the church when it was constructed. The rumour 
relies on the issue that; the abscissa was destroyed during 
1939 Erzincan earthquake. In order to study and 
understand, dynamic behaviour of the church original 
situation of the structure is needed to be analysed. Thus, the 
reason for the damage of the abscissa can be estimated.  

The updated model of the church was accepted with its 
last material properties. The abscissa was added to the 

church. It is very important to mention that, there is no 
information about the geometry and dimensions of 
abscissa. The traces of the abscissa can be easily detected 
on the east wall of the church and; traces at the ground level 
gives idea about the plan geometry. The church 
architecture of the region of 18th century was studied by art 
history point of view and the abscissa was added to the 
model. The addition of abscissa to the model is a fiction. A 
general view of the structural model with the addition of 
abscissa is presented in Figure 5.  

 
Figure 5. A General View of the Model with the Addition of Abscissa 

Final model of the church with the addition of abscissa 
consist of 3116 solids and 6632 joints. Results of the 
theoretical modal analysis for updated model with abscissa 
addition are presented in Table 4. The addition of abscissa 
did not change the calculated mod shapes. However, 
slightly different modal frequencies were obtained. First 
and third modal frequencies were increased compared to 
that of calibrated model without abscissa. This can be 
attributed to increase in total mass of the structure. Modal 
frequency for second mod shape was calculated to be less 
than that of calibrated model. This is the modal frequency 
for vertical movement of vaulted roof. The decrease in 
related modal frequency can be due to increase in vertical 
stiffness of walls over which the vaulted roof is supported.  

This final model is to be used for dynamic analysis in 
order to understand seismic behaviour of the church.  

Table 4. Theoretical Modal Analysis Results for 

Mod 

Number 
Mod Shape 

Modal Frequency (Hz) 

Current 

Situation 

without 

Abscissa 

 

Original 

Situation 

with Abscissa 

1 Lateral movement on 
short direction 3.57 3,60 

2 Vertical Movement of 
Vaulted Roof 5.07 4,47 

3 Torsional Movement 5.29 5,48 
 

VII. RESULTS AND CONCLUSIONS 

This manuscript presents the details of structural model 
creation of a historic masonry church. Erzincan 
Değirmenliköy Church is a survivor of 1939 and 1992 

destructive Erzincan earthquakes. The only major damage 
of the church is the loss of abscissa. In order to understand 
seismic behaviour of church and reason for the damage of 
abscissa a reliable structural modal is needed. This model 
was prepared for further dynamic analysis and the 
following conclusions can be stated:  

 Structural models of historic masonry may need 
calibration via an appropriate technique. Because, 
numbers of assumptions are done.  

 More studies are needed to obtain mechanical 
properties of historic masonry by non-destructive 
experimentation.  

 Final finite element model of Erzincan 
Değirmenliköy Church with addition of abscissa 
can be used for further dynamic analysis.  

 In case of dynamic analysis, there exists a major 
problem. There is no acceleration record for 1939 
Erzincan Earthquake. Hence, it will be a more 
realistic approach to use synthetic ground motion 
data, if possible. For 1992 Erzincan earthquake, 
accelerograms are existing.  
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Abstract-An ortho image is a geo-referenced image produced 

from remotely sensed data such as aerial photos and high 

resolution satellite images. These data has been determined 

forest and environmental features or values. Remote sensed data 

can be used in various areas such as forest ecosystem 

management, pollution, environmental impact and social life. 

The objective of this study is geo correction to aerial photo / high 

resolution satellite images by ortho images forest effects. The 

remote sensed data is aerial photographs in 1970 and high-

resolution images in 2004 and 2010. We selected 23 by 23 black 

and white analog photographs in 1970, which scanned through 

desktop scanner with a resolution of 400 dpi. Ortho images were 

created with ERDAS imagine LPS software. Digital Elevation 

Model used to produce orthophoto images. Results show that 

orientation and geographic errors of digital ortho image 

generation for remotely sensed images are 13–15 pixels. In 

addition to all images total RMS errors was less than 5 meters. 

Keywords: Orthophoto, Accuracy, Digital Image Processing, 

Environmental Management 

I. INTRODUCTION 

Remote sensing data presents information from previous 
periods. Aerial photographs and satellite images help 
decision makers to monitor and analyze environmental 
changes. Digital remote sensing data saves cost and time 
when collecting geographic information. The data obtained 
can be analyzed in Geographical Information System (GIS) 
in detail. 

This study is related to remote sensing and GIS 
technology for mapping of Uludağ tourism area in Bursa. 
Remote sensing and GIS are increasingly used worldwide to 
help collect and analyze images from airplanes, satellites, and 
even balloons (Aschbacher et al., 1995; Dahdouh-Guebas et 
al., 2000). Significant advantages of using GIS include the 
ability to quickly update information, conduct comparative 
analytical studies, and make it necessary (Silapathong and 
Blasco, 1992; Long and Skewes, 1994). In addition to 
providing efficient data storage and retrieval capabilities, GIS 
offers a cheaper option to monitor forest conditions over time 
(Long and Skewes, 1996; Ramachandran et al., 1998). The 
results obtained from this study can provide an additional 
opportunity for a better understanding of the tourism area and 
the forests for sustainable management. From a technical 
standpoint, the results of appropriate tools for the 
development of management plans for forests in Turkey can 
be selected in Remote sensing data and GIS applications. 

For better planning and management of ecosystems has 
prepared thematic maps there has been evaluated 
simultaneous of boundaries and simultaneous different 
compositions. There is a need for increasing large-scale maps 
and relevant data to measure, plan and manage socio-
economic characteristics at the community level to meet the 
rapid population demand and demand. The geometrically 
corrected image orthophoto, environmental resources in a 
sustainable way for better inventory management and 
planning are used in environmental studies in Turkey. 
Environmental information is essential for sustainable 
planning at landscape levels, from communities to district to 

regions. Digital photogrammetry paid more attention to 
producing ortho images to document and measure natural 
resources and characteristics to synthesize a large number of 
data sets to understand processes and trends, and to 
understand future interactions as well as future benchmark 
studies 

II. MATERIAL AND METHODS 

Remote sensing data is a high resolution images and black 
white aerial photos. The accuracy of remote sensing product 
was independently checked with traditional and latest land 
survey methods in ERDAS software. In the study, ground 
control points, which was GPS data, 1/25000, scale standard 
topographic map and 2010 QUICBIRD satellite image were 
used for coordinating the images. 

Study area 

The study area fully covers the Uludağ tourism area in 
Bursa. There is characterized by a rough terrain area and an 
altitude from 200 to 2220 meter asl. It extends along 
coordinates to UTM ED 50 datum 35.zone 231000-243000 E 
and 4516000-4550000 N on the Northwestern Region of 
Turkey.  

The analog aerial photographs flown in 1970 at a scale of 
1:20000 black-white focal length 152,79 mm were scanned 
on a normal desktop scanner with a resolution of 400 dpi (dots 
per inch). It corresponds to a ground resolution of 0.35-1.50 
meters at nominal scale. Finally, land use map sensitivity was 
affected by orientation errors in images. 

Orthophoto generation 

Aerial triangulation measurements had been implemented 
by using 1:20000 scale aerial photographs. The ERDAS 
imagine software was used for the development of the Digital 
Surface Models (DSM) in ±2 meter accuracy. Another model 
had been produced by standard topographic map collected 
data in 10-meter interval line there are ±5 meter accuracy 
(Çakır 2006).  
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Digital image mosaic 

The ground control points had been identified and the 
individual images have been Ortho-rectified. The ortho image 
accuracy was under 10 meters of the Uludag. This dataset can 
be used as land cover maps in any GIS application. The field 
to map the Uludağ watershed and forests was helpful to 
discuss management issues with the decision makers. 

III. RESULTS AND DISCUSSION 

Classification of source areas and action zones were 
identified on a photo mosaic built for the whole tourism area 
in Uludağ. Results were evaluated in two ways. In the first, 
digital orthophoto generation for analog photos with a 
desktop scanner were realized as 13–15 pixels. It has 
geometric features of a map and the qualities of photographs. 
In the second data is high resolution images correction. The 
geometric error in the ortho images was determined to be less 
than 5 meters. The amount of error is acceptable in 
accordance with the purpose of the study. 

In addition, the RMS error should be less than 1 in 
medium-sized satellite images and as close to one as possible 
in high-resolution images. The main reason for choosing the 
Nearest Neighborhood Method in the study is that it is easy 
to use and it is done in a shorter time than other methods on 
the computer. geographic coordinated satellite image is 
included in the evaluation with SAM. In 2010 QUICBIRD 
satellite image was taken positively with a sensitivity of 0.5 
meters. Calibration of IKONOS satellite image for the year 
2004 was made on the basis of pixels on the satellite image 
of the year 2010. The operation was carried out from 30 
ground control points distributed evenly to the area and the 
error values given in the table are given. In addition, 
geographical coordinate values were re-processed using the 
GPS values together with SAM and the coordinates of the 
satellite images were analyzed again. The coordinates are 
recalculated depending on the slope. Sensitivity changes 
according to the scanning capacity in black and white aerial 
photographs. Generally, high resolution satellite images were 
taken as reference data. 

Table 1. IKONOS ve QUICBIRD calibration and verification information for satellite images and aerial photographs 

SATELLITE IMAGES SUN AZIMUT GROUND CONTROL POINTS 

Name  Time Azimut altitude  X error Y error Total error 

IKONOS-2 
2004062909135260000011102096 
ULUDAG GEOTIFF 

29/06/2004 
09:13 GMT   
Cloud  %0  
1m x1m piksel 

141.5821 
degree 69.71024 degree 0,89 pixel 0,82 pixel 0,91 pixel 

QUICBIR PAN IRRGB 
10EUSI-1018-01_I001831_FL02-
P004647 GEOTIFF 

03/08/2010   
08:51 GMT 
Cloud  %0 
0.57mx0.57m piksel 

124.65 
degree 40.1166 degree 1,12 pixel 1,11 pixel 1,2 pixel 

       

 

Remote sensing has a tool for obtaining information for 
research purposes as well as to disseminate research results to 
the community. The final products of orto images can be 
related to geometric correction, resolution and image 
acquiring time. The quality of the final images will mainly 
depend on several major factors such as the accuracy of the 
clarity of the air photos, scanning resolution and quality, 
ground control point’s accuracy, camera model and 
mosaicking (Çakır 2006). 

REFERENCES 
[1] Aschbacher, J., Ofren, R., Delsol, J.P., Suselo, T.B. and Vibulsresth, S.: 

1995, ‘An integrated comparative approach to mangrove vegetation 
mapping using advanced remote sensing and GIS technologies: 
preliminary results’, Hydrobiologia 295, 285–294 

[2] Çakır, G., 2006, Hava fotoğrafları ve uydu görüntüleriyle meşcere 

tiplerinin sayısal üretilmesi ve coğrafi bilgi sistemlerinde kullanılması, 
KTU Fen Bilimleri Enstitüsü, PhD thesis, Trabzon – Turkey. 

[3] Dahdouh-Guebas, Verheyden, F.A., De. Genst, W., Hettiarachchi, S. 
and Koedam, N.: 2000, ‘Four decade vegetation dynamics in SriLankan 
mangrove sas detected from sequential aerial photography: a case study 
in Galle’, Bulletin of Marine Science 67(2), 741–759. 

[4] Long,B.G.andSkewes,T.D.:1994,‘GIS and remote sensing improves 
mangrove mapping’, 7th Australasian Remote Sensing Conference, 1–4 
March 1994, Melbourne, Australia, Vol. 1, pp. 545–551. 

[5] Shrestha, K. B. 2002, Participatory Forest Management in Mynamar, 
First National Workshop, December 2000 1-4 December 2000. 
ICIMOD, Department of Forest, Yangon, Myanmar, Institute of Forset. 
pp 17 –18. 

[6] Silapanthog,C.andBlasco,F.:1992,‘The application of geographic 
nformation systems to mangrove forest management: Khlung, Thailand, 
Asian Pacific’, Remote Sensing Journal 5(1), 97–104. 

[7] Ramachandran, S., Sundaramoorthy, S., Krishnamoorthy, R., J. 
Devasenapathy and Thanikachalam: 1998, ‘Application of remote 
sensing and GIS to coastal wetland ecology of Tamil Nadu and 
Andaman and Nicobar group of islands with special reference to 
mangroves’, Current Science 75(3), 236–244.

 

  



 

115 

Carbon Dots Photosynthesis Enhancer for High-

Tech High-Yield Farming 
 

Suraya Abdul Rashid  
Materials Processing and 
Technology Laboratory, 

Institute of Advanced 
Technology, Universiti Putra 

Malaysia 

Muhammad Nazmin Yaapar  
Department of Plant Siences, 

Faculty of Agriculture, 
Universiti Putra Malaysia. 

 
 

Tongling Tan,  
Materials Processing and 
Technology Laboratory, 

Institute of Advanced 
Technology, Universiti Putra 

Malaysia 

Mohd Zhafir Abdul Razak 
Qarbotech Sdn. Bhd., 

Innohub, Putra Science Park, 
Universiti Putra Malaysia. 
suraya_ar@upm.edu.my

 
 
Carbon Dots (CD) are fragments of carbon, with sizes 
typically less than 10 nm. They possess unique electrical 
and optical properties rendering them photoluminescent. 
The main problems that limit their applications are their 
exorbitant price due to tedious processing and their method 
of production which uses harsh chemicals and leaves toxic 
residue. We have found a solution to address these problems 
which has significantly reduced price, involves simple 
processing without toxic chemicals and produces a 
biocompatible product. This innovation has created an 

immediate new customer market in the agriculture sector, 
where CD can be used as a photosynthesis enhancer. By 
applying the CD to leaves,  it increases the photosynthesis 
rate of the plants which correlates with better yield and 
shortens the plant growth cycle. Moreover, our studies have 
shown that the treated plants require less light to achieve 
maximum photosynthesis and uses less water during the 
process of photosynthesis. This nanotechnology has a 
potentially huge impact on the future of food security in 
Malaysia and around the globe. 
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Abstract-In this study, Kırkagac, Pineapple and Winter melon 

varieties were used because of their high economic value, 

delicious, efficient and durable. The pKn-glucanase gene was 

transferred to AGL1, a strain of Agrobacterium tumefacies. A 

culture culture medium (60 µL BA( Benzyl amino purine) , 60 

µL NAA (Naphthalene acectic acid, 88 µL IAA ( Indole acetic 

asid)) was used to transfer AGL1 to the melon plants containing 

the pKn-glucanase gene. To ensure proper growth conditions of 

Agrobacterium tumefacies, different concentrations of 2 different 

antibiotics, carbenicillin and cefotaxime, were used and the 

overgrowth of Agrobacterium tumefacies was prevented. As a 

result of this study, it was observed that carbenicillin was more 

effective than cefotaxime against Agrobacterium tumefacies but 

after 2 days Agrobacterium tumefacies grown in carbenicillin. It 

was also determined that the appropriate concentration of 300 

/L at 50 mg / L at different doses used. After this concentration, 

healthy, green explants with good growth were transferred to 

the selection medium to obtain transgenic plants. 

Keywords-Agrobacterium tumefacies, Carbenicillin, 

Cefotaxime, Melon, glucanase 
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Abstract-Leonardo da Vinci, is no doubt, one of the 

great masters of all times. He is a designer, painter, 

sculptor, architect, engineer and many more. This 

Renaissance genius has a dream and a special interest 

to Istanbul. Da Vinci wants to construct the biggest ever 

arch bridge to Golden Horn of Bosphorous. In 1502, he 

sends a letter to Ottoman Sultan, Bayezid II and 

proposes his bridge project. This project has never been 

constructed; but has always been negotiated. At the 

beginning of 16th century, Ottoman Government was 

the super power and proposed project was a mega 

project. The reason lying behind the rejection of the 

proposal by Ottoman Government is not known. There 

exists only a number of rumours and non-technical 

explanations. This study focused on feasibility analysis 

of the project by all possible point of views and tried to 

find an answer for the refusal. Design of the bridge was 

realized, structural model was created and structural 

analysis was carried out. Financial situation of that time 

was investigated, social and economic life around 

Golden Horn was studied and bridge construction 

politics of Ottoman Government was evaluated. Some 

basic details of the study is presented in the whole 

manuscript. 

Keywords-Leonardo da Vinci, Ottoman Empire, 

Golden Horn, Bridge Project, Structural Analysis 

I. INTRODUCTION 

It is known that Istanbul is the centre of attraction for 
European merchants and artists with its cultural values. 
Like many leading artists in the world, we can call the Lord 
of Renaissance; Leonardo Da Vinci, a sculptor, a painter, 
an architect and an engineer, wanted to come to Istanbul 
and leave a work which would be much more pronounced. 

It is known that Sultan Bayezid II wanted to build a 
permanent bridge over the Golden Horn instead of the 
bridges that were repeatedly destroyed by the fires in the 
wars. Having learned this request, Leonardo Da Vinci 
designed his own architectural intelligence to create a 
bridge, inspired by the Alidossi Bridge in Castel Del Rio. 
The details of the bridge project are available in Leonardo's 
personal notebooks. Leonardo Da Vinci wrote a letter to 
Sultan Bayezid II stating that he was able to build a bridge 
to the Golden Horn. Today, the translation of the letter into 
the Ottoman Turkish is present in the archives of Topkapı 
Palace. Although the real reason is unknown, Sultan 
Bayezid II did not approve this project. The possible 

reasons of this project refusal are generally non-technical 
evaluations. 

In terms of engineering, the most mentioned reason 
why Sultan Bayezid II did not give approval is the fact that 
the geometry of the building; the height and span of the 
arch. However, it has not been possible to reach a study 
which reveals the fact that Leonardo Da Vinci's bridge 
project cannot be realized with the engineering approach in 
the literature. According to writers of herein manuscript it 
is a deficiency to judge the bridge projects over some 
shortcomings. This project, which can be called the Mega 
project of the 16th century needs to be investigated by all 
possible sides like the possible location of the bridge, the 
construction sector of the time and the materials used and 
the earthquakes the building could undergo. 

In this study, a feasibility study was conducted for 
Leonardo Da Vinci's Bridge project proposal. As a first; 
bridge architecture was developed and a structural model 
was created by using SAP2000 software. For the building, 
the materials which are possible to supply and use in the 
16th century in Istanbul were selected. Structural analysis 
was carried out for static and dynamic loading conditions. 
Factors affecting the implementation of the project; such as 
financing, bridge construction policies, construction 
technologies and workmanship were studied. 

II. BRIDGE PROJECT PROPOSAL and CREATED 
DESIGN 

Authorized people of the Ottoman Empire, who were 
aware of the geo-political, commercial, cultural and 
symbolic value of Istanbul, mobilized all means to enlarge 
and develop the city. Following in the footsteps of Fatih 
Sultan Mehmet, the Conqueror, Sultan  Bayezid  II thought 
of a bridge over the Golden Horn; but if we believe in 
Leonardo Da Vinci, he could not find a master to do so. Da 
Vinci never came to Istanbul. However, he sent a bridge 
project proposal to be built on the Golden Horn to Sultan 
Bayezid II. [1] The original of the letter today is in the 
archives of the Topkapı Palace. Within the scope of the 
study, this letter was provided and evaluations were made 
over the translation. One of the biggest dreams of the 
famous architect-engineer Leonardo Da Vinci is to build 
the biggest and most magnificent bridge until the Golden 
Horn in Istanbul in the early 16th century. As mostly stated, 
he was  inspired by the largest single-span arch bridge in 
Europe in the 15th century with a span of 42 meters; 
Alidossi Bridge in Castel Del Rio. Detailed information on 
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the bridge project designed by Leonardo for the Golden 
Horn was accessible from his notebooks. Figure 1 presents 
a general view od Da Vinci’ s letter to Sultan Bayezid II 
and one of his sketches. 

 
Figure 1.  (a)Leonardo Da Vinci's Letter [2] 

(b)A Project Skecth from Da Vinci’ s Notebooks [3] 

 
 
A. Fiction of the Leonardo Da Vinci’s Golden Horn (Pera) 

Bridge 

In his letter to Sultan Bayezid II, Leonardo has provided 
very limited information about the bridge. At this stage, 
Leonardo's notebooks were used. The construction of the 
Da Vinci Golden Horn Bridge; By studying the possible 
location of the bridge, bridge size and architecture, the 
seismicity of Istanbul, construction materials and 
construction techniques of the Ottoman period; Da Vinci’s  
Pera Bridge project was speculated. 

B. The Possible Location of the Leonardo Da Vinci’s 

Golden Horn (Pera) Bridge 

In the project proposal of the bridge in the Golden Horn 
(Pera) of Da Vinci, the part of the bridge on the water 
surface is 400 braccia, ie 244 meters. Considering many 
factors and Ottoman settlement of the 16th century; Figure 

2 presents the proposed location for the bridge over the 
Golden Horn. 

 
Figure 2.  Possible Location of Leonardo da Vinci’s Golden Horn 

Bridge 

 

C. Bridge Dimensions and Design 

When the resources related to the bridge are evaluated 
together; it is understood that Leonardo designed the bridge 
high enough for sailing ships. The Golden Horn is a port 

and shipyard area at that time. In addition; there is also 
technical information that the bridge legs are to be designed 
with the mechanisms to prevent damage from water flows. 
The information from the letter on the structural system are 
limited to these. In the bridge design work, information 
about size and interior design was collected from 
Leonardo's drawings and notebook. The given length units 
are given in braccia (1 meter = 1.64 braccia). 

The Golden Horn (Pera) bridge in Istanbul; width 40 
braccia, height above the water level 70 braccia, total 
length of 600 braccia; 400 braccia of the length on the sea. 
The bridge deck is considered to have two storeys. The first 
one will be 6 braccia high and each of the width of the path 
is given as 20 braccia. This storey will cover shops and will 
be used by public. It is stated that public cars and 
transported loads use the lower level road; the first storey. 
The upper storey will only be used by the Royal family. [3]  
Küfeki stone was selected for main arch, marble was 
selected for columns, pine was as cover material of bridge 
upstairs, lightweight tuff was selected for spandrel wall and 
küfeki was again preferred for arch supporting walls for the 
parts over the land. 

It is essential that an arch bridge built on the estuary 
carries the loads of use safely. However, Istanbul is an 
earthquake city. The city has experienced many destructive 
earthquakes in his history. In this context, if the severe 
earthquakes that occurred after that date in Istanbul are 
examined, 1509 earthquakes are defined to occur as the 
nearest date. The 1509 earthquake is known as one of the 
most devastating earthquakes of the last five centuries. 
Large damages have occurred due to sea movement in the 
form of huge waves; Galata walls are also affected by the 
earthquake. Anatolia and the Rumelihisarı Castle was 
damaged and after the earthquake Sultan Bayezid  II has 
brought workers, employees and masters from outside the 
city for repairs. [4] That is why; it is extremely important 
that the bridge should be earthquake resistant. 

III. PROJECT EVALUATION 

The project proposal was evaluated for all possible 
matters. The first one is structural performance and 
possibility of the construction. Financial matters and bridge 
construction policies are some of the other cases that were 
studied. 

A. Possibility of the Construction 

When examining whether the project can be realized, it 
is important to reveal the situation of the construction 
sector of the period. The 16th century is the period when the 
Ottoman Empire was at its peak. In this period of 
architecture (called the classical period); engineering 
services and qualified workmanship are provided by 
controlled trainings. 16th century is the ear of the Great 
Master Builder Sinan. Therefore; it is believed that there 
are enough experts for the construction of the bridge. 

Considering the size of the bridge, it is clear that a large 
amount of materials will be required. Therefore; the 
possibility of obtaining basic construction material and the 
natural stones such as küfeki and marble and brick and 

(a (b

236 m 
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wooden materials from Istanbul and the surrounding area 
should be examined. 

Küfeki stone was used in Roman and Byzantine period. 
It is also called Istanbul stone or Bakırköy stone was used 
by the great Master Builder Sinan can survive for a long 
time as 2 thousand 500 years. It has been concluded that 
the küfeki stone used by the great Master Builder Sinan in 
the production of structural elements can be used in the 
construction of the Da Vinci Golden Horn Bridge. 
However, the fact that Istanbul and its environs are rich in 
küfeki stone beds can be considered as an indication that 
there will be no problem in terms of material supply. 

Marble material is used as decoration material in many 
historical works in Istanbul. Marble is mostly known from 
Istanbul and its surrounding marble beds, especially from 
Marmara Island. It is clear that stone quarries providing 
marble for Istanbul and the region for thousands of years 
are active and marble material can be easily provided for 
Da Vinci's Golden Horn Bridge project. 

One of the mostly used materials for the Da Vinci 
Golden Horn Bridge project will be wood. Because, it is 
the basic material of the production of wooden scaffolding 
and it is one of the most important productions of mega 
bridge construction. In addition, a large amount of wood 
may be required as covering material. The fact that the 
Golden Horn is a shipyard area means that wood materials 
can be supplied for shipbuilding. It is known that necessary 
amount of wood should to be obtained from forests in 
Istanbul and its vicinity. In general, it is concluded that the 
wooden material required for Da Vinci's Golden Horn 
Bridge project can be easily obtained from Istanbul and its 
around. 

B. Structural Performance 

Leonardo Da Vinci’s Haliç (Pera) Bridge was modeled 
using the SAP2000 program and structural analyzes were 
performed on the model. [5] Macro modeling technique has 
been adopted in the study; solid elements were used. A 
general image of the model is presented in Figure 3. The 
mechanical properties defined for the materials used in 
modeling are presented in Table 1. 

 

 
Figure 3. Structural Analysis Model for Da Vinci’s Pera Bridge  

 

 

Table 1. Selected Materials and Assigned Material Properties [6] 

Element Material 
Compressive 

Strength 

(MPa) 

Tensile 

Strength 

(MPa) 

Modulus 

of 

Elasticity 

(MPa) 
Main Arch Küfeki 20 2 4000 
Spandrel Wall Tuff 5 0.5 1000 
Arch Supporting 
Walls (Buttress) Küfeki 20 2 4000 

Timber Basement Pine 45 90 10500 
Columns Marble 100 10 20000 

In addition to the modal analysis on the bridge; static 
and dynamic analysis were carried out. The results of 
modal analysis are presented in Table 2. As a result of the 
analysis, the first mode was calculated as the horizontal 
movement of the bridge body in the horizontal direction 
and the second mode as the movement of the bridge body 
in the vertical direction. The third and fourth modes are the 
modes in which torsional behavior is observed. 
Considering the slender structure of the bridge, it is 
expected that the bridge body of the first two modes will be 
calculated as translational movements in the horizontal and 
vertical directions. 

Table 2. Results of the Modal Analysis 

Mod Periot 

(sec) Mod Shape Explanation 

1 0.98824 

 

Linear 
movement in 

the lateral 
direction 

2 0.70907 

 

Linear 
movement in 
the vertical 
direction 

3 0.66360 

 

Torsional 
movement in 

vertical 
direction  

4 0.51647 

 

Torsional 
movement in 

lateral 
direction  

The behavior of the bridge structure under the influence 
of its own weight and usage loads was investigated by static 
analysis. In addition; The earthquake behavior of the bridge 
was analyzed by dynamic analysis (time history) 
considering 1999 Gölcük Earthquake records. The 
maximum stresses calculated by structural analysis are 
summarized in Table 3. Stresses expressed with green 
filling are below the strength values whereas the ones by 
the red fill are the stresses above the strength values. 
 

 

 

92296 solids 
126228 joints 
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Table 3. Results of Static and Dynamic Analysis

 

When the static and dynamic analysis results are 
evaluated by means of maximum stresses, stress 
concentrations around key stone of the main arch are 
observed. Calculated maximum tensile stresses on four 
columns over the key stone zone and at the basement of 
them (over küfeki basements) were calculated to be higher 
than that of the strength values. This can provide a local 
damage which cannot threaten the overall structural 
security. Besides, some possible measures can also be 
taken like increasing the diameter and addition of column 
bases. Figure 4 shows a general view of stresses from static 
analysis. 

 

Figure 4. A General View from Calculated Stresses of Static Analysis 

C. Financial Evaluation 

An examination of the financial situation of the 16th 

century Ottoman Empire is extremely important for a 
healthy evaluation of the feasibility of the project. It is 
known that preliminary exploration works were carried out 
in the construction works carried out in the Ottoman 
Empire. So much so; in the classical period, the project is 
not under construction without preliminary exploration. [7] 

It is possible that the construction work on the Golden Horn 
Bridge scale was rejected due to the high cost. 

When examining the financial situation of the Ottoman 
Empire in the 16th century, data on the central budget were 
taken into consideration. According to [8]  Ottoman central 

budget provides a budget surplus over the 16th century. 
The period of 1527 - 1528 is the period when the Ottoman 
central budget is the highest. When this period is 
considered and the income from Syria and Egypt is 
included, the total income of the Ottoman Empire is 537 
million akça. Akça is the Ottoman currency of 16th century. 
It is stated that 265 million akça was spent for the Ottoman 
regular army. In this case, it is concluded that the money to 
be spent on construction works should be divided into half 
of the total income. 

As a result of the study conducted by the authors, the 
cost of the bridge is estimated to be approximately 
40,000,000 akça. In this calculation, previously the costs of 
bridges and materials that are expected to be used in Da 
Vinci bridge are evaluated together. 

When we look at the general situation of the central 
budget of the 16th century Ottoman State, it does not seem 
to be possible to fund the estimated cost of 40.000.000 akça 
from the budget at one time. However, it is thought that it 
will be covered within a project which will last for a few 
years. Besides, it is considered that the shops that will take 
place in the bridge structure will have rental income and 
bridge tolls. In the classical period, it is stated that shop 
rents are between 25 and 40 akça per month on average. [9] 
Considering all these points, it is thought that Da Vinci's 
Golden Horn Bridge Project can be constructed in financial 
terms within the scope of a project which is spreading in a 
few years in the 16th century Ottoman Empire. 

D. Trade, Population and Need for a Bridge over Golden 

Horn 
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The population of Istanbul of the past is one of the 
problems that often confronts historians and population 
scientists. Because the population of the city is often based 
on speculative data. As a result of the research; it can be 
said that the experts of 16th century Istanbul provided 
considerable agreement that the population of the city 
increased significantly in the 16th century and reached an 
average of half a million people. Again, the population 
experts underlines the fact that the population of the the 
Golden Horn was increasing in 16th century. 

Examining the use of soil around the Golden Horn in 
the 16th century is important for a healthy assessment of the 
necessity of the bridge. Figure 5 shows the land use around 
the Golden Horn in the 16th century. As seen in Figure 5, 
Galata, Eyüp and Kasımpaşa were densely settled areas. 
With the construction of new churches and the opening of 
the embassies, Galata was also developed in the direction 
of Pera. The magnificent structures and the mosques on the 
hills overlooking the Golden Horn caused significant 
changes in the city's appearance. 

When the 16th century Istanbul land use is examined, it 
is seen that the commercial and residential areas around the 
Golden Horn are concentrated. The trade element leads to 
the need for transportation between the two sides of the 
Golden Horn. One step beyond, it can be thought that easy 
transportation between the two sides will increase trade. 
Another striking point here is that there are many harbour 
structures along the Golden Horn. It is observed that the 
number of these ports is higher on the historical peninsula 
over which Topkapı Palace, ie the headquarters of the State 
administration exist, and ports on the opposite shore have 
been established near the commercial areas. 

 
Figure 5. Land Use of Istanbul in 16th Century [10] 

The Golden Horn has been the world's trade center 
since ancient times. The most important reason for this 
situation is that it is a natural harbour. Deep waters, not 
affected by southwester and northeaster facilitates the 
transportation of large commercial vessels to shore and 
provides great advantages for maritime trade. For this 
reason, it is clear that the maritime traffic in the Golden 
Horn is intense. It is also necessary to add boats and raft 
type vehicles that are used for transportation between both 
sides.  It is thought that freight and passenger transportation 

between the two sides is a source of livelihood for many 
people. 

In his letter to Sultan Bayezid II, Da Vinci emphasizes 
that ships can easily pass under the bridge. It can be thought 
that the easy access between the two sides of the Golden 
Horn will stimulate the commercial life. However, it is 
another important issue that tradesmen who ride with the 
bridge can stay in financially difficult situations. 

E. Bridge Construction Policies 

One of the most important parameters of Leonardo Da 
Vinci's bridge project feasibility is the bridge building 
policies of the 16th century Ottoman Empire. The general 
construction policy of the bridges is to overcome the 
natural barriers in establishing connections between 
settlements. When the reasons of construction of the 
Ottoman bridges in Rumeli and Balkan region were 
examined; it is seen that there are reasons such as providing 
connection between the route routes and the trade-caravan 
routes. Wooden bridges were built to facilitate access and 
access to the post-conquest and post-conquest zones, and 
later these bridges were converted into fixed bridges using 
stone materials. [11] 

For the 16th century Ottoman Empire, it is the most 
powerful military and economically strongest country. 
During this period, 64 bridges were built in the country and 
only in Rumeli region. [11] In this period, the Ottoman 
Empire built the bridge for military purposes for more 
conquest movement. During the reign of Suleiman the 
Magnificent, the conquest of Vienna and the sovereignty of 
Central Europe was carried out. When examined from this 
perspective, it would not be wrong to say that the bridges 
built in Rumeli in the 16th century were built on the road to 
Vienna. Figure 6 presents the geographical distribution of 
the bridges built by the Ottoman Empire in Eastern Europe 
and the Balkans in the 16th century. The distribution shows 
that bridges have been built on a line going from Istanbul 
to the middle of Europe. 

 

 
Figure 6.  Bridges in the Eastern Europe and the Balkans Constructed 

by the Ottoman Empire in the 16th Century 

In 16th century, it is obvious that Ottoman Empire has a 
bridge construction policy as to reach the central Europe by 
conquests. In this situation, it might not be meaningful to 
construct Da Vinci’s bridge over Golden Horn to show the 
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power. This may be the main reason for refusal of the 
bridge project. 

IV. RESULTS and CONCLUSIONS 

Leonardo da Vinci’ s bridge Project proposal to Golden 
Horn of Istanbul was evaluated in this study and the 
following results can be stated. 

 Construction of the project was technically found to 
be possible. 

 Ottoman Government was capable of making the 
necessary investment to bridge construction during 
16th century. 

 Construction of the bridge would not negatively 
affect the port trade and shipyards located around 
Golden Horn. It might positively affect them all. 

 The lack of a strong need for a bridge in between both 
sides of Golden Horn may be a reason of refusal. 

 Bridge construction politics of 16th century’s Ottoman 
Government was not focusing on Anatolian land. 
Hence, this may be the main reason of the refusal of 
the project. 

It is concluded that the Ottoman Empire, which gave a 
message to the world with the mega projects of that period, 
did not realize the mega project coming from the genius of 
the Renaissance period and that this construction work was 
not compatible with the bridge construction works 
developed in accordance with the conquest policies. 
Because technical infrastructure and economy is sufficient 
for this mega project. 
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Abstract-In this work, we analysed the Hunter-Saxton equation 
with Caputo-Fabrizio fractional derivative. Using the fixed-
point theorem, we present the existence and uniqueness of the 
coupled solutions for definition of fractional derivatives. We also 

analysed uniqueness of the solutions. A comparison of the results 
obtained is given using Mathematica. 
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Abstract-In this paper, a low noise amplifier (LNA) with a 

bandwidth of 200 MHz operated at 1.5 GHz for wireless 

communication applications is designed, simulated, built and 

tested. The circuit is designed and simulated with use of 

Microwave Office Advance Wave Research (AWR) software. 

The LNA is fabricated on a FR-4 substrate with dielectric 

constant of 4.4, thickness of 60-mil and 1 oz. cooper. The Bipolar 

Junction Transistor (BFG424F) is selected for the LNA. The 

fabricated LNA provides a noise figure (NF) of 1.5 dB and a gain 

of 10.58 dB at 1.5 GHz. The LNA is tested and the measurement 

results are compared with the simulation results. It has been 

realized that the measurement results are in an acceptable 

agreement with the simulation results 

Keywords-Low Noise Amplifier (LNA) 
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Abstract-The undoped and chromium (Cr) doped 

cadmium oxide (CdO) thin films were synthesized by 

successive ionic layer adsorption reaction (SILAR) 

method. CdO thin films have been analyzed for seen Cr 

effect on with optical, structural and morphological by 

XRD (X-ray diffraction), absorption and SEM (scanning 

electron microscope) measurements. XRD measurements 

of undoped and Cr-doped CdO thin films show the cubic 

structures and have (111), (200), and (220) peaks. SEM 

images demonstrate that CdO thin films surfaces varied 

considerably with the Cr dopant. The calculated bandgap 

of samples increases with Cr dopant. 
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Abstract— In this study, metaloxide carbon dioxide and 

carbon monoxide detector were fabricated by screen printing 

technique in order to detect carbon dioxide and carbon 

monoxide gases from the sensors required to be able to 

monitor the condition and performance of the aircraft 

and to make the necessary controls. 

Keywords— Screen Printing Technique, Carbon 

Dioxide, Carbon Monoxide, Gas Sensor  

I. INTRODUCTION 

Measurement is the identification of unknown physical 
quantities by comparison with known physical quantities. 
Various measurement and conversion systems have been 
developed in order to make physical quantities and the 
changes in these sizes as usable information. Measurement 
systems are formed according to the method of processing the 
information received from the systems. While these systems 
may consist of a single sensor, they may consist of more 
complex sensor groups and transducer elements[1]. 

In order to be able to monitor the condition and 
performance of the aircraft and to perform the necessary 
checks, it is necessary to know the data about the environment 
and the current systems of the aircraft. The method of 
obtaining these data is to place sensor or sensor groups at the 
points where the relevant data will be obtained[2]. 

The data obtained is processed through various systems 
and presented to the flight crew as available information. In 
addition to the flight crew, it is the system that makes use of 
these data in systems such as auto throttle and autopilot. 
Depending on the type of physical size to be measured, the 
structure and application areas of the systems also change. 

The presence of carbon monoxide and other toxic gases is 
a danger to the flight crew and passengers, but also a possible 
fire. The pre-inspection of any or both of these gases is 
important for the prevention of more hazardous situations[3]. 

Smoke control systems are used for detecting smoke from 
fire in certain areas of the aircraft. The purpose of smoke 

control systems is to warn the flight crew with warning lights 
and lights in the event of a significant amount of smoke before 
the fire increases in the areas where the fire can occur[4]. 

In this study, metal oxide carbon dioxide and carbon 
monoxide detector were fabricated by screen printing 
technique in order to detect carbon dioxide and carbon 
monoxide gases from the sensors required to be able to 
monitor the condition and performance of the aircraft and to 
make the necessary controls. 

II. EXPERIMENTAL STUDIES 

A. Fabrication of Thick Film Gas Sensor 

A thick film gas sensor consists of three main 
components: heater, electrode and precision layer[5].  

The diagram of the gas sensor structure planned to be 
produced is as given in the Figure 1 .1. 

 
Figure 1.1. Thick film gas sensor structure[5] 

B. Fabrication of Organic Vehicle 

Thick film gas sensor pastes usually comprise a 
semiconducting metal oxide powder, inorganic additives and 
organic binders[5].  



 

127 

In this research, titanium dioxide (TiO2) was used as the 
base sensitive metal oxide powders. 

For the preparation of the binder, first, linseed stand oil 
and m–xylene were mixed and they subjected to magnetic 
stirring at 40 °C on hot plate. The stirring process was 
continued for about 4 hours. 

After that α–terpineol was added then the temperature of 
was decreased to 30°C. The stirring was continued for about 
2 hours to obtain a sticky liquid form binder. 

Sensitive powder (TiO2) was mixed with 40 wt.% and 

binder was mixed with 60 wt.% and they subjected to 
magnetic stirring at 40 °C on hot plate for 24 hour. 

C. Film Preparations 

The TiO2 thick films were prepared by screen print technic 
using Al2O3  vcsubstrate. 

Silver electrodes were printed on an Al2O3 substrate. After 
printing the electrodes, it was kept at room temperature for 10 
minutes. After this electrodes were kept at 125 °C for 10  
minutes for drying. Finally electrodes were kept at 350 °C for 
20 minutes for firing. Figure 1.2. shows the structure of 
electrode elements 

 
        Figure 1.2. Silver electrodes printed on alumina substrate. 

 

Sensitive layer was printed with sensitive paste on 
electrodes. After printing the sensitive layer, films were left at 
room temperature for 20 min to insure the paste is leveled off 
and settled and then the films are subjected to a drying and 
firing process. 

The sensitive layer was dried in three steps: first it was 
subjected to 50°C for 5 minutes and then temperature was 
increased to 100 °C for another 5 minutes, and finally it was 
dried at peak temperature of 125 °C for last five minutes. 

Finally film was kept at 450 °C for 30 minutes for firing. 

III. RESULTS AND DISCUSSION 
The conductivity of the metal oxide film decreases initially 

with adsorbed oxygen (in case of n type semiconductor) by 
trapping electrons from surface leading to formation of 
depleted surface layer. N2 exposed on to film to stabilize the 
current produced.  After  some  time,  test  gas  is  introduced  
to  the  chamber  where  the  oxygen  can  be  desorbed  by  
introduction  of  reducing  gas  such  as  (H2,  CO,  CO2)  
which  relieves  the  trapped  electrons  back  to  conduction  
band  and  conductivity  of  the  film  increases  accordance  
with  concentration  of  gas[6]. 

 
        Figure 1.3. Film at 300 °C exposed  to 1000 and 500 ppm CO gas. 

 
Fig.1.3. shows the graph of current versus time for the first 

experiment. In the beginning the N2 for duration about 600s 
sent into the chamber oxygen ions are adsorbed on the film 
which resulted in increase in resistance due to formation of 
depleted surface layer.CO gas is sent into the chamber for 
about next  six hundred  seconds  and  the  current  increases  
210.31 nA  to  407,39 nA at 1000 ppm. CO gas is sent into the 
chamber for about next  six hundred  seconds  and  the  current 
is examined at 500 ppm. Current increases  161.31 nA  to  
239,69 nA The voltage of 5V is maintained throughout 
experiments.. 

In this study, thick film metal oxide gas sensors were 
obtained by using screen printing method. Fabricated metal 
oxide gas sensors are obtained by screen printing method 
which is very simple and economical and does not require any 
technological devices and infrastructure. 

The gas sensor properties of the obtained materials were 
examined and a very high efficiency sensor was obtained from 
TiO2  
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Abstract—Carbon aerogels (CAs) are unique class of high 

surface area materials derived by sol–gel chemistry. Recently, 

in addition to resorcinol-formaldehyde (RF) derived amorphous 

CAs, various carbon allotropes were synthesized in the aerogel 

form. These carbon allotropes are carbon nanotubes (CNTs), 

graphene, graphite and diamond. In this study, changes in the 

structural properties with the addition of a unique material such 

as graphene to carbon aerogel structure were investigated. 

Keywords—carbon aerogel, graphene, graphene aerogel, sol-

gel chemistry, supercritical carbon dioxide drying 

I. INTRODUCTION 
Aerogels, usually obtained from the supercritical carbon 

dioxide drying or freeze-drying of the wet gels to replace the 
solvents with air, are three-dimensional (3D) porous solid 
materials. They present many intriguing physical properties, 
including high porosity, lightweight, excellent mass-transfer 
capability, low bulk density, dielectric permittivity and 
extraordinary mechanical, thermal, and chemical stability. 
Carbonaceous aerogels assembled with carbon 
nanostructures have shown potential in many fields, such as 
sorption, catalysis, and electrode materials [1].  

Since their invention in the early 1990s carbon aerogels 
have continued to evolve and push the aerogel community 
forward. This evolution began with the synthesis of the 
various carbon allotropes (e.g., CNTs, diamond, graphite, and 
graphene) (fig. 1). Graphene, a two-dimensional carbon 
nanomaterial, possesses many outstanding properties, such as 
large specific surface area, excellent chemical stability, and 
superior optical and electrical properties. The extraordinary 
and wide-ranging properties of these novel materials continue 
to be a driver for next generation technologies in energy 
storage and conversion, filtration and separations, catalysis, 
and sensors [2]. 

 

 
Fig. 1. Graphene and graphene based materials 

In this study, carbon aerogel and graphene /carbon aerogel 
were synthesized. Changes in the structural properties of 
graphene added to aerogel were examined. These analyzes 
were performed by Nitrogen adsorption/desorption isotherms 
(BET), scanning electron microscopy (SEM), Fourier 
Transform Infrared Spectroscopy (FTIR), Transmission 
Electron Microscope (TEM) and X-ray diffraction (XRD) 
analyzes. 

II. METHODS 

A. Synthesis of Carbon Aerogel 

Deionized water, 99% resorcinol (R), 37% formaldehyde 
(F), 99% sodium carbonate (Na2CO3) were used for the 
synthesis of resorcinol-formaldehyde aerogels (RFAs). CO2 
was used as supercritical fluid in order to dry the samples. The 
samples were subjected to pyrolysis to obtain carbon aerogels. 
N2 gas was used as the inert atmosphere during the pyrolysis 
(fig. 2). 

 
Fig. 2. Carbon Aerogel Synthesis Procedure 

The predetermined values of resorcinol, formaldehyde, 
water and sodium carbonate were mixed together (table 1). 
This mixture was cured for 1 day at room temperature. This 
was followed by gelation at 50 0C for 1 day and at 90 0C for 
3 days. Then the resulting wet gel was waited for 1 day in 
acetone solvent exchange of water with acetone. The wet gel 
was subsequently dried using supercritical CO2 at 2000 psi 
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and 50 0C to obtain RFA [3]. In order to obtain carbon 
aerogels (CAs) from RFAs, RFAs were pyrolized at 1000°C 
under nitrogen atmosphere for 4 h with a heating rate of 15 
0C min-1. 
Table 1. Reactant concentrations in the synthesis of carbon aerogels and 
graphene/carbon aerogels 
Material Resorsinol/ 

Formaldehyde 

(R/F) molar 

ratio 

Resorsinol/ 

Water 

(R/W) 

molar ratio 

Resorsinol/ 

Catalyst 

(R/C) 

molar 

ratio 

Graphene 

mass % 

CA 0.5 0.02 200 -------- 

G/CA 0.5 0.02 200 0.5 

B.Synthesis of Graphene/Carbon Aerogel 

In the experiments, pure water, 99% resorcinol (R), 37% 
formaldehyde (F), 99% sodium carbonate (Na2CO3) and 
commercial graphite (surface area 800 m2/g) were used for 
graphene aerogel (G/CA) synthesis. Graphene/carbon aerogel 
(G/CA) structures were obtained by first standing in acetone 
for solvent exchange and then by supercritical drying (fig. 3). 
CO2 was used as a supercritical fluid for supercritical drying. 
The samples were subjected to pyrolysis to obtain graphene 
aerogel. N2 gas was used for the inert atmosphere. 

 
Fig 3. Graphene/Carbon Aerogel Synthesis Procedure 

The molar concentration ratios of the reactants in the 
synthesis stage and the percentage of the mass corresponding 
to the total solution of the graphene are given in Table 1. 
Resorcinol, formaldehyde, graphene and water are mixed in 
desired amounts for the synthesis of graphene/carbon aerogel. 
Sodium carbonate (Na2CO3) is added as catalyst. The 
solution is removed from the environment and stirred at room 
temperature for 2 days in a water bath. After gelation step of 
the mixture was placed in a sealed tube for 3 days and kept in 
an oven at 90 ° C. At the end of the third day, the aerogel is 
removed from the tube and placed in acetone and kept in 
acetone for 1 day. At this stage, acetone is replaced by water. 
The sample is dried in order to remove the acetone to obtain 
graphene /resorcinol formaldehyde aerogel (G/RFA) and 
then extracted with supercritical carbon dioxide in a reactor 
at 50 ° C and 2000 psi. Graphene/carbon aerogel was 
obtained by pyrolysis of G/RF aerogel in a pyrolysis furnace 
at 1000 °C in nitrogen atmosphere for 3 h. 

III. RESULTS AND FINDINGS 

Nitrogen adsorption / desorption isotherms (BET), 
scanning electron microscopy (SEM), Fourier Transform 
Infrared Spectroscopy (FTIR), Transmission Electron 
Microscope (TEM) and X-ray diffraction (XRD) analyzes 
were made. Structural effects of the addition of graphene to 
carbon aerogel were investigated. 

The BET surface area of the carbon aerogel composite 
material was calculated as 664.0 m2/g. With the addition of 
graphene, the BET surface area of the carbon aerogel 
decreased (table 2). It was also observed that with the addition 
of graphene, the average pore diameter of the carbon aerogel 
decreased which led to a decrease in the surface area of the 
aerogel. The graphene added to the carbon aerogel may be 
located in the pore walls.  
Table 2. Bet results for carbon aerogel and graphene /carbon aerogels 

Materials BET 

surface 

area 

(m2/g) 

Average 

pore 

diameter 

(nm) 

BJH pore 

volume 

(cm3/g) 

DR 

micropore 

volume 

(cm3/g) 

CA 664.0 9.6 1.1005 0.2926 
G/CA 519.6 3.5 0.2893 0.2889 

 Fig. 4 shows the SEM images of carbon aerogel (CA) and 
graphene/carbon aerogel (G/CA). SEM images were taken. It 
was observed that stratification occurred in the structure of 
materials with the addition of graphene (fig.4). It is observed 
that the stratified structure of graphene passes through the 
aerogel structure. 

 

  

                          a                       b 

  

                        c                          d 

Fig. 4. SEM Images, a,b) carbon aerogel, c,d) graphene/carbon aerogel 

  XRD analysis of carbon aerogels showed that these 
materials are amorphous. Moreover, XRD patterns do not give 
any peaks. When we look at the XRD figure of G/CA, it is 
seen that there is a peak for C (002) (fig. 5) occurs with the 
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addition of graphene to carbon aerogel which is also 
amorphous [4]. 

 

Fig. 5. XRD pattern of graphene/carbon aerogel 

FTIR results are given in Figure 6 for carbon aerogel. 
Eight sharp peaks are seen in the wave numbers of 500, 903, 
1067, 1256, 1408, 2902, 2985 and 3673 cm-1 for carbon 
aerogels. The peaks in the 500, 1256 and 1408 cm-1 wave 
numbers indicate C = C stress. Wave numbers of 903 and 1067 
cm-1 indicate C-O-C stress. 2902 and 2985 cm-1 wave numbers 
indicate C-H stress. The 3673 cm-1 wave number indicates the 
-OH group [5]. 

 

 

Fig. 6. FTIR graph of carbon aerogel  

FTIR results of G/CA are given in Figure 7. There are 6 
peaks in 604, 1986, 2003, 2061, 2089, 2191 cm-1 wave 
numbers. The peak at 604 cm-1 shows the C = C (C = CH 2) 
stresses [5]. Among the others in between 1900-2200 cm-1, 5 
peaks  can be attributed to the sequential carbon structure 
(graphene-like layers) for graphene oxide and graphene-
modified materials [6]. Even signal belonging to water 
molecules encapsulated within structure and stretching 
vibration of hydroxyl groups, theoretically located around 
3500–3000 cm-1 was almost completely removed [6]. In the 
graphene aerogel produced as shown in the FTIR graphs (fig 
6., fig 7), the peaks in the 1900 and 2200 cm-1 wave numbers 
were concentrated. This indicates that carbon aerogels were 
added to graphene or modified graphene. 

 

Fig. 7. FTIR graph of graphene/carbon aerogel 

IV. CONCLUSIONS 

Due to their outstanding mechanical properties, such as 
high flexibility and rigidity, graphene aerogels are considered 
a promising type of aerogel for multiple applications. Recent 
studies found that by accurately tailoring the three-
dimensional alignment of the graphene sheets inside the 
aerogel, these properties can be further enhanced. In this 
study, physical characterization of graphene aerogel was 
performed by adding graphene at the synthesis stage of 
carbon aerogel. As a result of these characterizations, the 
structural properties of both carbon aerogel and graphene 
aerogels were investigated. The effect of graphene on aerogel 
structure is investigated. Our work will continue by 
examining the electrochemical changes caused by the 
addition of graphene to the carbon aerogel. 
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Abstract—Hierarchical CuO@CuS core/shell nanowires 

(NWs) array is directly synthesized on Cu foam using thermal 

oxidation and hydrothermal method respectively. The 

structure, morphology and electrochemical performance of 

CuO@CuS core/shell NWs arrays are systematically 

characterized by X-Ray Diffraction Spectroscopy (XRD), Field 

Emission Scanning Electron Microscopy (FESEM), Energy 

Dispersion X-Ray Spectroscopy (EDS), Cyclic Voltammetry 

(CV) and Galvanostatic Charge/Discharge (GCD). This 

electrode structure demonstrates good electrochemical 

performance with a maximum areal capacitance of 343 mF  cm-

2 at 2 mA cm-2. 

Keywords—CuO@CuS core/shell nanowires, supercapacitor, 

thermal oxidation. 

I. INTRODUCTION  
In recent years, supercapacitors are of particular interest 

due to their high power density, fast charge/discharge rate and 
long cycle life [1]–[3]. Supercapacitors are divided into two 
types depending on the charge storage mechanisms - electrical 
double layer capacitors (EDLCs) and pseudocapacitors [3]. 
EDLCs store charge electrostatically at electrode/electrolyte 
interface as charge separation. There is no charge transfer 
between electrode and electrolyte. Pseudocapacitors store by 
charge transfer between electrode and electrolyte. The charge 
is transferred at the surface or in the bulk near the surface 
through adsorption, redox reaction and intercalation of ions 
[4]. Transition metal oxides and hydroxides are being 
extensively investigated for use in high performance 
supercapacitors due to their low cost and low toxicity [5]. 
Among these metal oxides, CuO has attractive features like 
low cost, abundant resources, non-toxicity, and easy 
preparation in diverse shapes of nano-sized dimension, such 
as nanowires, nanospheres, nanoflowers, nanorods, and 
nanotubes [6]. It has been extensively studied as a p-type 
metal-oxide semiconductor [7]. Having direct bandgap of 
about 1.2 eV and exhibits many excellent physical and 
chemical properties [8], [9]. CuO have been widely used in 
many areas such as in anode electrodes for batteries and 
supercapacitors [10], photovoltaic cells [11], field emission 
nanodevices [12], and gas sensors [13]. Different approaches 
have been employed to synthesize 1-D CuO nanostructures 
such as the hydrothermal method, the thermal decomposition 
method, and the templating sol-gel method [6]. 

Recently, different transition metal sulfides such as CoS 
[14], NiS [15], ZnS [16], and CuS [17], [18] have been 
investigated as pseudocapacitive electrode materials due to 

their high electrochemical performance. Among these 
transition metal sulfides, CuS is used as electrode material 
because of low cost, abundance, different morphology in 
nanoscale and metal-like electronic conductivity (10-3 S/cm). 
In this work, firstly large-scale vertically aligned single 
crystalline CuO NWs have been synthesized on copper foam 
at 500°C for 4 h via thermal oxidation method. After then CuS 
were synthesized on CuO NWs via hydrothermal method to 
enhance the active sites and the electronic conductivity.  

II. MATERIAL AND METHOD 
First of all, large-scale vertically aligned single crystalline 

CuO NWs were synthesized on Cu foam thermal oxidation 
method. To remove the oxide layer on the surface the Cu 
foam, it was cleaned in ultrasonic cleaner for 1 M HCl (50 ml) 
de-ionized water, absolute ethanol 15 min respectively. The 
solution of 10 mmol urea (CH4N2O) and 10 mmol ammonium 
fluoride (NH4F) with Cu foam was transferred into a teflon-
lined stainless steel autoclave and heated at 120°C for 12 h. 
The Cu foam was then annealed in air at 500°C in the tube 
furnace and kept for 4 h to obtain CuO NWs.  To obtain 
CuO@CuS core/shell NWs structure, the sample was then 
placed in an autoclave with 2 mmol of thioacetamide 
(C2H5NS) solution dissolved in 35 ml of de-ionized water. The 
autoclave was heated at 90°C for 1 h. After this process, the 
autoclave cooled down to room temperature and the sample 
was dried at 80°C for 2 h. 

The crystal structures and morphologies of the CuO@CuS 
core/shell NWs were determined by using X-Ray Diffraction 
(PANalytical Empyrean, Cu-K, λ=1.54060 Å), Field 
Emission Scanning Electron Microscopy (FEI Quanta 450 
FEG) and Energy Dispersion X-Ray Spectroscopy (EDAX, 
AMETEK Materials Analysis Division). The electrochemical 
performance were determined by Cyclic Voltammetry and 
Galvanostatic Charge Discharge analyses using a Gamry 
Reference 1010E potentiostat instrument.  

The electrochemical measurements were performed using 
2 M KOH aqueous electrolyte solution. Platinum foil 
(1 × 1 cm2 in area) and the Ag/AgCl were used as the counter 
and reference electrodes, respectively. The CuO@CuS 
electrode (1 × 1 cm2) were immersed in electrolyte and were 
used directly as a working electrode. The electrochemical 
measurements were performed in a three-electrode 
electrochemical cell at room temperature. The areal 
capacitance (C) was calculated by equation (1): 
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  (1) 

where I is the constant discharge current, t is the discharge 
time, V is the potential window and A is the electrode area.  

III. RESULTS AND DISCUSSION 
The XRD diffraction patterns of the sample taken over a 

20° to 80° (2θ) range are given in Fig. 1. The XRD peaks can 
be indexed as monoclinic structured CuO (JCPDS card No. 
80-1917), cubic structured cuprous oxide (Cu2O) (JCPDS 
card No. 78-2076), and fcc Cu metal from the substrate 
(JCPDS card No. 85-1326).  After sulfonation reaction, some 
diffraction peaks indexed to hexagonal-phase CuS (JCPDS 
card No. 06-0464). The sharp and intense peaks in the XRD 
patterns of CuO@CuS core/shell NWs arrays indicate their 
good crystallinity.  

 
Fig. 1. XRD patterns of CuO and CuO@CuS core/shell NWs. 

Fig. 2 shows the FESEM images and EDS analyzes of the 
morphology of CuO NWs arrays. As seen in figure, CuO NWs 
have grown onto the Cu foam surface densely and uniformly. 
The purity and composition of the CuO NWs were further 
confirmed by EDS analysis. EDS spectrum revealing the 
existence of Cu and O elements in the sample. According to 
EDS analysis, the atomic contents of Cu and O are 53.84% 
and 46.16%, which is nearly in agreement with the 1:1 
stoichiometric ratio of CuO NWs, respectively. After sulfur 
treatment, FESEM images and EDS analyzes of CuO@CuS 
core/shell NWs arrays are given in Fig. 3.  It can been clearly 
seen that, CuS structure is formed on the surface of CuO NWs. 
Further analysis with EDAX measurement, only strong peaks 
for Cu, S and O are found in the spectrum. The atomic ratio of 
Cu, S and O is 50.57%, 42.50% and 6.92%. 

 
Fig. 2. Low and high magnification FESEM images and EDS analyzes of CuO 
NWs. 

 

Fig. 3. Low and high magnification FESEM images and EDS analyzes of 
CuO@CuS core/shell NWs. 

Electrochemical properties of CuO@CuS electrode in 2 M 
KOH aqueous electrolyte are shown in Fig. 4.  In Fig. 4a, the 
typical CV curves of the CuO@CuS electrode measured at 
various scan rates ranging from 5 to 100 mV s-1.  It can be seen 
that the CV curves of the CuO@CuS electrode have two redox 
peaks, which reveal that pseudocapacitive characteristics of 
these electrode. In order to evaluate the areal capacitance, 
GCD measurements were performed. The GCD curves of the 
CuO@CuS electrode in the voltage range of −0.5 to 0.2 V at 
various current densities of 2 to 6 mA  cm-2 are illustrated in 
Fig. 4b. The nonlinear behavior of the GCD curves confirms 
that the charge storage in the CuO@CuS electrode mainly 
originates from pseudocapacitance mechanism. The areal 
capacitance values of the CuO@CuS core/shell NWs arrays 
were 343, 257, 171, 107 and 68 mF cm−2 at current densities 
of 2, 3, 4, 5 and 6 mA cm−2, respectively in Fig. 4c. 

 
Fig. 4. (a) The CV curves at different scan rates, (b) the GCD curves at 
different current densities, (c) the areal capacitance vs. different current 
density. 

IV. CONCLUSION 
In conclusion, CuO@CuS core/shell NWs were 

synthesized on Cu foam by thermal oxidation and 
hydrothermal method respectively. According to GCD 
measurements at 2 mA cm-2 current density, areal capacitance 
were obtained 343 mF cm-2 for CuO@CuS core/shell NWs.  
This study also gives different point of view
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into the design of metal oxide/sulfide heterostructure 
electrodes used in a various range of applications. 
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Abstract— It was performed, in this study, the classification 

of traffic signs to be used in a traffic sign recognition system 

which plays an important role in driver assistance systems. A 

Convolution Neural Network (CNN) was utilized for the 

classification. Both training and test studies of this study were 

implemented on German Traffic Sign Recognition Benchmark 

(GTSRB) database which consists of 39209 training and 12630 

test images, all taken from real traffic scenes. There are also 43 

classes in the database with varying number of samples for each. 

Training data was first partitioned into five for cross-validation 

of the training data and data fusion. In each run one of the five 

partitions was used to validate the model, trained using 

remaining four partitions, yielding five different trained 

networks by those test images were classified. Finally, all 

classification result combined based on separate test 

probabilities. At the end, was obtained average of 96.23%. 

Keywords— Deep Learning, Convolution Neural Network 

(CNN), German Traffic Sign Recognition Benchmark (GTSRB) 

I. INTRODUCTION  
The increase in the number of vehicles and roads along 

with the developments in the automotive industry has 
increased the number of traffic signs. Traffic signs provide 
safe traffic flow by alerting and driving drivers. The shapes 
and colors are designed to be easily distinguishable from the 
environment [1]. However, in some severe weather condition 
such as rain, snow, fog etc. or inadequate lighting as well as 
partial occlusion, traffic signs may be indistinguishable by 
drivers. Not properly detected traffic signs are responsible for 
most of the traffic accidents. In Driver Assistance System 
(DAS), which provides safety information to drivers, traffic 
sign recognition plays an important role [2]. Since traffic sign 
recognition require real-time performance, computers 
running artificial intelligence algorithms are needed in these 
systems [3]. In recent years, deep learning which is a branch 
of machine learning developed from numerical learning and 
model recognition studies in artificial intelligence of 
computer science, has been used in many areas such as data 
analysis, gene analysis and image classification. The reason 
it is widely used comes from its high accuracy in such 
problems. In machine learning techniques, some pre-
operations must be performed first. In deep learning, 
however, learning can be performed on raw data without pre-
processing. 

II. CONVOLUTIONAL NEURAL NETWORK (CNN)  
CNNs are a special form of the neural networks. They are 

feed-forward neural networks designed to analyze input data 
and have a multi-layered structure. CNNs are used in many 

areas such as video analysis, pattern recognition and speech 
recognition or classification. They are very successful against 
variable patterns and geometric transformations. It is resistant 
to distortion on images caused by different lighting conditions 
and partial occlusion. While feature extractors are designed by 
hand in conventional models, that are extracted by 
convolution layers in CNNs. Its ability to replicate layers is 
the main reason why a CNN structure is more successful than 
the other methods in terms of classification performance [4]. 
Convolutional neural networks are used to classify 
handwritten digits written in 1989 and continued to be using 
increasingly [5]. 

 
Fig.1. Architecture of CNN [6] 

Fig.1 shows the basic structure of CNN. Its input layer can 
accept a 3-channel color or single-channel monochrome 
images. Repeating convolution, pooling and ReLU layers are 
used next. This structure is followed by fully connected 
layers. A classifier layer is placed at the end of the network. 
The input data progresses through these layers and creates the 
final classification output. These layers can be summarized 
as follows. 
 

Input Layer: 

It is the layer the raw data is first introduced to the 
network and resized if necessary. Input data size selection is 
important. If it is selected large, both the memory need and 
training time increase. However, the network success may or 
may not increase accordingly. If the image size is selected 
small, on the contrary, the memory requirement and training 
time are reduced at cost of possible decreased network 
performance. Hence, input layer size must adjusted properly. 

Convolution Layer: 

It is the basic building block of CNNs also called as 
transformation layer. Most of the calculation is done in this 
layer [6]. It basically extracts feature and local patterns of 
input data needed for a particular classification task. Small 



 

135 

size filters of convolutional layer form its trainable 
parameters. 

Rectified Linear Units (ReLU) 

As a result of mathematical operations obtained in it, the 
convolution layer is linear. ReLU, also known as activation 
layer, increases the nonlinear properties of the network for 
faster learning. Compared to other functions such as 
hyperbolic tangent and sigmoid, ReLu enables the network 
progress faster just by replacing negative entries with zero. 

Cross Channel Normalization: 

It comes after the ReLu layer and performs a 
normalization by replacing each element with a normalized 
value obtained from its neighboring channel. 
 
Pooling Layer: 

The pooling layer is used to underline spatial information 
and obtain deeper features by picking the average or 
maximum pixel in a sub-region. This layer acts as a down-
sampler by reducing its input image size. During this process 
only the width and height are affected while the channel depth 
is not changed. Although information loss occurs during 
down sampling this is beneficial as it reduces the number of 
calculations and prevents the system from memorizing. Also 
this layer reinforces the features against noise and 
deterioration. 
 
Fully Connected Layer: 

Collects the weight of the previous layer to connect to the 
next layer and works like neural networks. 
 
Classification Layer: 

Classification takes place in this layer. The output of this 
layer is equal to the number of classes. Among various 
classifiers softmax is usually preferred because of its high 
performance. 

CNN Paramaters: 

Strides: Specifies the number of steps that filters are 
moved on the image. 

Padding: Applies a vertical and horizontal fill to the 
image edges to create a property map of the same size of the 
input. 

III. PROPOSED WORK 

D. Dataset 

Both training and test studies of this study were 
implemented on German Traffic Sign Recognition 
Benchmark (GTSRB) database which consists of 39209 
training and 12630 test images. They are all large, lifelike 
single-images all taken from real traffic scenes. Dataset 
images suit well to a multi-class classification problem as 
there are 43 classes in the database with varying number of 

samples for each class supplied with their reliable ground-
truth data. Although these traffic signs can be grouped into 
four as mandatory, danger, prohibitory and others, the 
proposed work is performed as a 43-class classification 
problem.  
 
 

    

    

    
Fig.2. Traffic sign examples of the dataset used in study 

E. Experimental Setup 

Training data was first partitioned into five for cross-
validation and data fusion. In each run one out of five 
partitions was used for validation while the others first used 
for training, yielding five trained networks by these test 
images were classified. This results in five classification 
results. As a final step, all classification results are combined 
to obtain final test probabilities as well as corresponding test 
results.  

F. Results 

Obtained classification results of traffic signs for five 
cross-validation tests are given in Table 1. The combined test 
result also shown in this table. As can be seen from the 
comparison of these results, 93.04% ratio of average cross-
validation test accuracy increases to 96.23% level. 
 
Table 1. Traffic signs test results  

 Test1 Test2 Test3 Test4 Test5 
Cross-validation 

Results (%) 93.96 92.62 94.47 92.72 91.43 

Fused Result (%) 96.23 

 
The confusion matrix of final fused classification results 

is shown in Figure 3. As can be seen from this figure, the off-
diagonal entries in the confusion matrix have very small 
values, mostly zero, as expected from that of a good 
performing classifier. 
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Fig.3. Confusion matrix to evaluate the obtained test results 
 

IV. CONCLUSION AND FUTURE WORK 
It was performed the classification of traffic signs using a 

Convolution Neural Network (CNN). The GTSRB database 
with 43 classes were used for both training and test studies. 
In the study the training data was first partitioned into five to 
obtain five separate trained-networks and test results to be 
fused to get better results. The performance of the CNN is 
increased using more layers, but this also results in the 
increased complexity of the network as well as the time 
required for training. Increasing the classification accuracy 
will be investigated as the future work. 
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Abstract— A microwave bandpass filter from lower cutoff 

frequency of 5.5 GHz to upper cutoff frequency of 6.5GHz is 

designed, simulated, fabricated, and measured for wireless 

communication applications. The electromagnetic (EM) 

simulation of the filter was performed using ADS software. The 

substrate used in this design is FR-4 with dielectric constant of 

4.4, thickness of 60-mil, and 1 oz. cooper. The measured results 

are in very good agreement with the simulation results.  

Keywords— Microwave Bandpass Filter, Electromagnetic 

Simulation, ADS  

I. INTRODUCTION  
Microwave filters are one of the important components for 

wireless communication applications. They are mainly used to 
reject the unwanted frequencies of microwave signals and to 
permit the wanted frequencies of the signals for good 
transmission. It means that the filters allow us to control 
frequencies of the signals at a selected point [1]. The filters are 
two-port devices and they can be designed by using lumped 
elements or distributed elements [1-4]. Bandpass filters are 
essential part of both transmitters and receivers in a system.  

In this paper, a coupled line bandpass filter is designed 
with distributed elements using ADS software on the FR-4 
substrate to have a Fractional Bandwidth (FBW) of 170 MHz 
with 0.2 dB equal-ripple at the center frequency (0) of 5.98 
GHz. The measurement results are in very good agreement 
with the simulation results. The bandpass filter proposed here 
can be a good candidate for modern communication networks, 
such as Wi-Fi, Wireless Local Area Network (WLAN), and 
Long Term Evolution (LTE). 

II. DESIGN PROCEDURE 
 The specifications of the design parameters are: lower 
cutoff frequency (c1) is 5.5 GHz, upper cutoff frequency 
(c2) is 6.5 GHz, equal-ripple value is 0.2 dB, and attenuation 
at 8 GHz is better than 25 dB. The FR-4 substrate with 
dielectric constant of 4.4, and 60-mil thickness, and 1 oz. 
cooper is chosen for printed circuit board (PCB) material. The 
center frequency (0) and FBW of the filter are determined 
by:  

  ,                                   (1) 

  .                     (2) 

 Design procedure starts with determining the filter order 
(N), which N=3 in our case, from equal-ripple value using 
conventional Chebyshev model [2]. There are two circuit 
models that can be applied to design and fabricate the filter 
with lumped and distributed elements. In this paper, the filters 
with both lumped element model and distributed element 

model are designed, however, a filter with only distributed 
element model is fabricated. In the filter design with lumped 
element model shown in Fig. 1, the inductor (L) and the 
capacitor (C) values are determined by Table I (standard 
Chebyshev table) and the formulation in which “g” values 
plugged in from [2] . 

Table I. Chebyshev Values For 0.2 dB Equal-Ripple  

 
 Fig. 2 presents the circuit schematic with distributed 
element model. For this equivalent circuit, odd mode (Z0o) and 
even mode (Z0e) impedances were calculated from the 
following formulations [2-4].  

              ,                          (3) 

Then, ADS Line Calc were used to find initial width and 
length of the coupled line. At the end of each side quarter 
wavelength, transmission lines were added to complete the 
circuit. 

 
Fig. 1. Equivalent circuit models with lumped elements. 

 

Fig. 2. Equivalent circuit models with distributed elements. 
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III. SIMULATION AND MEASUREMENT RESULT 
Fig. 3 and 4 show the circuit simulation for both models. 

It can be seen from Fig. 3 and 4 that required specifications 
are achieved for both circuits and the input reflection (S11) and 
transmission (S21) coefficients obtained for lumped element 
model are better than those obtained for the distributed 
element model. 

 

Fig. 3. Circuit simulation results (S11 and S21) for lumped elements. 

 
Fig. 4. Circuit simulation results (S11 and S21) for distributed elements. 

 
Fig. 5. Layout of the filter with distributed elements.  

In order to run the EM simulation, circuit layout, shown in 
Fig. 5, for distributed circuit model was generated. Fig. 6 
represent the EM simulation results. It can be seen from Fig. 
6 that attenuation is around -55dB at 8GHz and S11 is around 
-14dB at the center frequency. EM simulation gives better 
attenuation at 8GHz comparing to circuit simulation. After 
completing the EM simulation, DXF file of the design is 
export and import to Circuit Cam program to fabricate the 
filter on the FR-4 substrate. 

The fabricated bandpass filter is shown in Fig. 7. The 
measurement results are shown in Fig. 8. The S11 is around -
18dB and attenuation at 8GHz is -41dB. The pass band is 
slightly shifted. The reason for it could be either 
fabrication/soldering error or calibration issue with Network 
Analyzer. 

 

Fig. 6. EM Simulation results (S11 and S21) for distributed elements.  

 
Fig. 7. Picture of fabricated bandpass filter. 

 
Fig. 8. Measurement results (S11 and S21) of the fabricated bandpass filter. 

IV. CONCLUSION 
A microwave bandpass filter with lower cutoff frequency 

of 5.5 GHz and upper cutoff frequency of 6.5 GHz is designed, 
simulated, fabricated and tested. The input reflection 
coefficient of the fabricated filter is around -18dB at 6 GHz 
and the attenuation at 8GHz is -41dB. The simulation results 
are in good agreement with the desired requirements 
demonstrating the stability of the design procedure at selected 
frequency range. The fabricated filter can be a good candidate 
for wireless communication applications, such as Wi-Fi, 
WLAN, and LTE. 
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Abstract - Soil pollution is a growing problem that poses a real 

threat to the environment worldwide and particularly in the 

developing countries due to the lack of serious environmental 

regulations. After being neglected until recent times, soil 

pollution has become a major concern due to the increasing 

number of polluted sites and their impact on human health, 

groundwater quality and ecosystems nature and viability. 

The most common pollutants found in soils are mainly 

hydrocarbons and heavy metals. Used lubricating oils are a mix 

of both types of pollutants. Chemical oxidation of contaminants 

by Fenton's reagent has been applied successfully in the 

treatment of polluted soils. This technique is one of the advanced 

oxidation processes (AOP) that rely on the in situ formation of 

highly reactive chemical species that partially or totally 

mineralize most organic pollutants. 

The objective of our work was to evaluate the effectiveness of 

Fenton's reagent in the degradation of pollution caused by used 

lubricating oils. 

The efficiency of the treatment was evaluated by measuring 

the Total Organic Carbon (TOC) for organic pollutants and by 

determining the concentration of heavy metals (ICP). Drawdown 

rates of TOC were in the range of 70% and 80% for Fenton 

testing, a maximum drawdown of 87.23% was obtained by 

applying the optimal conditions deduced from the experimental 

design and which were: pH 2, 3 g of hydrogen peroxide, 13 mg of 

Mohr's salt, reaction time of 3 hours and a temperature of 70 ° 

C. Electro-Fenton tests led to more important TOC drawdown 

rates for a shorter period of time. We got a rate of drawdown of 

up to 97.53% TOC working with [Na2SO4] = 0.1 M and I = 150 

mA. A significant reduction of heavy metals (90.9% for zinc, 

69.17 % for nickel and 91.51% for chromium) was achieved by 

Electro-Fenton tests with increasing slightly the intensity (I = 250 

mA). 

Keywords: Fenton's reagent, hydrocarbons, advanced oxidation 

processes (A.O.P), heavy metals. 
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Abstract—The aim of this research was to study the effect of 

the calcium carbonate on water absorption, flexural properties 

and phase changes. Characterizations of the composites such as 

flexural test, water absorption test and X-ray diffraction (XRD) 

analysis were conducted. The flexural test was done before and 

after water absorption test. While the XRD was carried out to 

show the phase changes due to the incorporation of the calcium 

carbonate, as well as to determine the various compounds and 

their percentages in the composites. It appears from the findings 

that specimen with calcium carbonate had an increase in 

flexural strength and modulus by 75.5% and 60.7% 

respectively. However, the flexural properties after water 

absorption showed a decrease in strength. Similarly, a specimen 

with calcium carbonate absorbed 2.06% water compared to the 

specimen without calcium carbonate which absorbed 3.15%. 

The XRD analysis of the composite with calcium carbonate 

revealed a high percentage of homogeneous phase of polymer 

and glass fibre when compared to the composite without calcium 

carbonate. The analysis confirms there was a presence of 8.7%. 

calcium carbonate in the composite. 

Keywords—Calcium carbonate, fibre polymer composite, 

flexural strength, water absorption, XRD  

[6] Introduction 
Water absorption characteristic of fibre reinforced 

composite is one of the major causes of its degradation due to 
weathering especially when used in outdoor applications. As 
time goes by, the absorbed water in the composite will cause 
failure of the structure. To set the context for discussion, the 
following sentences describe some of the investigations of the 
effect of inorganic fillers in fibre reinforced polymer 
composites. As shown in many investigations, composite 
properties tend to improve with the addition of fillers, such as 
metal oxide [1] [2], calcium carbonate (CaCO3) [3] and 

aluminium oxide (Al2O3) [4]. Other precursors that are 
commonly used in composite are nanoclay and talcum [5] [6]. 
Amongst these fillers, CaCO3 has a potential of enhancing 
both the mechanical and physical properties of the composite. 
Some of the fundamental roles played by this filler can be 
seen in a research investigated by Syafri et. al [7]. The authors 
reported that optimum value of tensile strength and reduction 
in water absorption were achieved with the addition of 4% 
precipitated CaCO3. In another investigation, the effect of the 
incorporation of nano-CaCO3 through blending and 
impregnation modification processes was investigated [8]. 
The investigation reveals that the interfacial property was 
significantly improved with the addition of the nano CaCO3. 
Another ceramic particle that found worthy of incorporation 
in polymer composite is MgO; it can serve as a self-healing 
agent by healing micro cracks which in turn increases the 
strength of the composite [9]. Also, the incorporation of the 
CaCO3 particle within polypropylene reinforced core-shell 
nanoparticles improves both rheological, thermal and 
mechanical properties [10]. These research works have 
demonstrated that the use of CaCO3 and other fillers brought 
positive effect on both strength and modulus of the 
composites. Though, the increase will be at the expense of 
ductility of the base polymer material. As highlighted earlier, 
the water absorption is one of the critical phenomena that can 
result in the sudden failure of the fibre reinforced composites. 

To minimize the issue of moisture absorption and 
subsequent reduction in flexural strength a CaCO3 will be 
incorporated into a glass fibre reinforced polyester composite. 
Though the effect of adding CaCO3 in terms of mechanical 
improvement has been investigated [11] [12]. But this 
research will focus on how calcium carbonate could affect the 
flexural strength before and after water absorption, as well as 
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phase changes therein. The base material i.e. the matrix used 
is unsaturated polyester which is widely used for fibre 
reinforced composite. The attractive benefits of this thermoset 
are curable at room temperature, excellent mechanical 
properties and low cost [13]. Therefore this research is aimed 
at investigating the phase transformations and flexural 
strength changes before and after water absorption test due to 
the incorporation of micro CaCO3 in glass fibre reinforced 
unsaturated polyester composite. In addition, the effect of 
coating the sample especially when it’s intended to be used in 
the outdoor application has been investigated. The composites 
were fabricated using pultrusion process. The fabricated 
composite plate was characterized based on XRD, water 
absorption and flexural strength test.. 

[7] Materials And Methods 

A. Materials 

In this research, glass fibre was used as a reinforcing fibre, 
while unsaturated polyester served as a matrix. In addition, 
micro-sized CaCO3 was added as a filler. The specifications 
of the material is shown in Table I [14]. The glass is in form 
woven plain mat with an approximate weight and thickness 
of 400 g/m2 and 0.4 mm respectively. 

TABLE I.  REINFORCEMENT AND RESIN PROPERTIES 

Properties 

Materials 

Glass 
Unsaturated 

polyester 

Density (g/cm3) 2.6 1.14 
Breaking strength (MPa) 2400 69 
Elastic modulus (GPa) 72 3.8 
Elongation (%) 3 2.3 
Moisture absorption (%) 0.12 0.02 

 

B. Composite Fabrication 

The composite was fabricated in a manufacturing facility 
using a pultrusion process. The samples were broadly divided 
into two (2) categories, i.e. with and without CaCO3. Each of 
the categories was also further divided into two (2) sets, one 
set was coated with glossy paint and the other set was left 
uncoated. In total, four (4) samples were considered, and in 
each sample, there were five (5) replicates for each of the tests 
conducted. For easy identification, each composite sample 
was coded and their descriptions are provided, see Table II. 
The water absorption test specimens are in the form of a 
rectangular bar with a dimension of 76.2 mm long, 25.4 mm 
width and a thickness of 6.5 mm, see Figure 1. While the 
specimen for the flexural test was also in the form of a 
rectangular bar with a length of 177 mm, 6.5 mm depth and 
12.7 mm width, see Figure 2. Two (2) powder samples, with 
and without calcium carbonate were prepared from the 
composite plates. The ground powders for the XRD analysis 
are shown in Figure 3. 

TABLE II.  COMPOSITE SAMPLES CODES 

No. Sample Code Sample description 

1 WCCC Composite with CaCO3 coated 
2 WCCU Composite with CaCO3 uncoated 
3 WOCCC Composite without CaCO3 coated 
4 WOCCU Composite without CaCO3 uncoated 

 

 
Fig. 5. Water absorption samples with and without CaCO3 

 
Fig. 6. Flexural test samples with and without CaCO3 

 
Fig. 7. XRD samples with and without CaCO3 

C. Characterisations 

The water absorption test was conducted in accordance 
with ASTM D570-10 (2010) [15]. All the samples were dried 
in an oven at 50°C for 24 hours. Thereafter, the samples were 
cooled in a desiccator and weighed using an analytical 
balance to the nearest 0.0001 g. The conditioned specimens 
were placed in a water bath containing distilled water at a 
temperature of 26°C. Long-term immersion was employed. 
The process began with 24 hours immersion period and 
subsequently readings were taken after 48 hours until 
saturation i.e. 45 days.  At the end of 24 hours immersion 
period, the specimens were removed and the surfaces were 
wiped off to remove excess water. Then, the specimens were 
immediately measured and recorded. Then the specimens 
were returned back to the water bath and thereafter 
measurement was taken at an interval of two days. The 
percentage increase in weight of the specimen at each interval 
of time during the immersion period was computed using 
Equation 1. 
 

Water AbsorptionW
t
=

W2 -W1

W1

´100 (1)  
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Where (W1) is the weight of the specimen after oven dried 
and cooled in a desiccator, and (W2) is the weight of the 
immersed specimen. 
 
The flexural test was conducted using 5kN Instron Model 
3365 universal tensile testing machine. The test was 
conducted based on ASTM D790-15 (2015) [16]. The 
support span used in this test was 104 mm which was 
computed based on the span to depth ratio of 1:16. The 
crosshead speed was computed at 2.8 mm/min according to 
the standard using Equation 2. 
 

R=
Zl 2

6d
                                                  (2) 

 
Where l and d are the support span and depth respectively, 
while Z is given as 0.01. 
 
The XRD analysis was done using PANalytical (Philips) 
X’Pert Pro theta-theta PW3050/60 diffractometer. The 
generator settings were at 40 kV and 40 mA with Cu Kα 
radiation (1.5418 Å). The measurement was carried out with 
a detector scanning from 20° to 80° of the 2θ angle range at 
scanning speed of 15°/min. 

 

[8] Results And Discussion 

A. Water Absorption 

The water absorption results reveal that the presence of 
CaCO3 lowered the water absorption of the material 
drastically. Generally, as shown in Figure 4, the water 
absorption of the composite increased with the increase in 
soaking time up to saturation point. Specimens with CaCO3 
absorbed 2.06% of water as compared to sample without 
CaCO3 which absorbed 3.15%. The low water absorption 
could be attributed to the barrier properties of the filler i.e. 
calcium carbonate. Moreover, the presence of calcium 
carbonate served as a filler and at the same time reduced the 
number of voids in the composite. This will prevent water 
ingress into the composite. A similar trend was also observed 
in a composite material with 9% of calcium carbonate added 
which yields the least amount of absorbed water [6]. The 
analysis further shows that samples without coating absorbed 
more water as compared to the coated samples. At the initial 
stage of the water absorption test, the uncoated composite 
shows an overshoot behaviour of an absorbed water. It finally 
stabilized in a zigzag manner due to loss of soluble matter. 
However, in both cases, the samples without coating had 
recorded more loss of soluble matter of 1.85% as compared 
to coated samples with 0.09%. 
 

 
Fig. 8. Water absortion of composite specimens 

B. Flexural Strength and Modulus 

Flexural stress-strain curves of the glass fibre reinforced 
unsaturated polyester before and after water absorption is 
shown in Figure 5(a) and Figure 5(b) respectively. The curves 
reveal that flexural stress increased with the increase in strain 
in both cases. However, reduction in flexural stress was 
noticed after water absorption test with or without 
incorporation of CaCO3, see Figure 5(b). 

 
(a) 

 
(b) 

Fig. 9. Flexural stress-strain curve of the composite (a) before and (b) 
after water absorption 

 
Figures 6 and 7 represent the flexural strength and modulus 
properties of the composite samples before and after water 
absorption respectively. Samples with CaCO3 recorded the 
highest flexural strength and modulus for both coated and 
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uncoated samples. Sample with CaCO3 recorded a flexural 
strength and modulus of 406.28 MPa and 25.25 GPa 
respectively. Comparatively, this is much higher when 
compared with a sample without CaCO3 in which the values 
stood at 228.86 MPa and 15.71 GPa for flexural strength and 
modulus respectively. The recorded percentage increases for 
flexural strength and tensile modulus were 75.5% and 60.7% 
respectively. However, both flexural strength and modulus 
were reduced after water absorption. 
 

 
 

Fig. 10. Flexural strength and modulus before water absorption 
 
Evaluation of the flexural properties after water absorption 
showed a significant decrease in flexural strength. The 
reduction of the flexural strength of the composite with 
CaCO3 is up to 27% from 406.28 MPa to 296.05 MPa. While 
the sample without CaCO3 has its flexural strength reduced 
from 228.86 MPa to 205.19 MPa as shown in Figure 7. The 
reduction is actually due to internal degradation which was 
caused by water ingress. 
 

 
 

Fig. 11. Flexural strength and modulus before after absorption 
 

C. Failure Modes 

The failure modes of the composite samples are shown in 
Figure 8. The composite with CaCO3 failed in a progressive 
manner without delamination of layers, see Figure 8(a). 
Unlike composite without CaCO3 delamination occurred 
closed to the point of load application, see Figure 8(b). This 
clearly depicts the improvement in interfacial adhesion 

between the glass fibre and the unsaturated polyester with the 
presence of CaCO3. 

 

 
           (a)    (b) 
Fig. 12. Failure mode of the flexural test sample (a) with CaCO3 and (b) 
without CaCO3 

D. XRD Analysis 

The result of the XRD analysis after Rietveld refinement 
of the WCCU composite data shows six (6) different 
compounds/phases, see Table III. Also shown in Figure 9 is 
a spectrum of the composite with CaCO3 having a peak at 
29.6° 2θ which can be assigned to calcite [17]. The intensity 
of the peak indicates the relative purity and crystallinity of 
the CaCO3. Table III shows the identified compounds and 
their percentages. Through this analysis, the actual 
percentage of the calcium carbonate was determined to be 
8.7% which was added to the polymer.  

 

 
 

Fig. 13. XRD spectra of the composite with CaCO3 uncoated (WCCU) 
 

TABLE III.  ANALYSIS OF THE IDENTIFIED COMPOUNDS/PHASES FOR 
THE COMPOSITE WITH CACO3 

Ref-
Code 

Compound 
Name Chemical Formula (%)  

96-150-
3692 1503691 O16 H136 C84 16.5 Polymer 

compound 

96-150-
7751 1507750 Si4 O20 C68 H96 57.1 

Polymer + 
reinforcement 
phase 

96-901-
1647 9011646 Si16 3.0 Silica 

96-230-
0211 

2300210 Ca8 C16 O40 H16 8.7 
Calcium 
carbonate 

96-900-
6569 9006568 Ca4 Si8 O20 14.3 

Calcium 
silicate 
compound 

96-901-
2602 Quartz Si3 O6 0.4 Silica oxide 

 
The result of the XRD analysis after Rietveld refinement of 
the composite without calcium carbonate showed four (4) 
different compounds/phases. Shown in Figure 10 is the 
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spectra of the composite with different peaks matched by the 
compounds/phases. The peak at 29.6° 2θ which was found in 
Figure 9 disappeared from the spectrum in Figure 10. This 
shows the absence of the calcium carbonate in the composite 
system. Table IV shows the identified compound and their 
percentages. It is clear from the two (2) XRD analyses of the 
compounds that a high percentage of homogeneous phase of 
polymer and glass fibre was found in the composite with 
calcium carbonate. 
 

 
Fig. 14. XRD spectra of the composite without CaCO3 uncoated (WOCCU) 

 

TABLE IV.  ANALYSIS OF THE IDENTIFIED COMPOUNDS/PHASES FOR 
THE COMPOSITE WITHOUT CACO3 

Ref-
Code 

Compound 
Name Chemical Formula (%)  

96-450-
5648 4505647 O8 H64 C52 52.6 Polymer 

compound 

96-810-
0999 8100998 Si16 O16 C104 H184 33.6 

Polymer + 
reinforcement 
phase 

96-901-
1647 9011646 Si16 11.1 Silica 

96-900-
0781 

Quartz Si6 O6  2.7 Silica oxide 

 

[9] Conclusion 
The effect of the incorporation of CaCO3 in glass fibre 

reinforced polyester composite has been investigated. The 
outcomes of the study reveal that the use of CaCO3 as filler 
lowers the water absorption by 34.6%. Furthermore, the 
addition of the CaCO3 significantly enhanced the flexural 
strength and modulus of the composite. Though, the flexural 
strength reduced after the samples were exposed to water 
absorption prior to the flexural test. Amongst the coated and 
uncoated samples, the differences in flexural strength and 
modulus are negligible. The XRD analysis through Rietveld 
refinement confirms the presence of CaCO3 which enhances 
the homogeneity of the polymer and fibre phase. In general, 
the addition of CaCO3 in glass fibre reinforced polyester 
composite has completely modified and benefited the 
composite both in terms of mechanical strength and water 
absorption. 
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Abstract— In this paper, the effect of PIN diode is 

investigated in the reconfigurable microstrip patch antenna 

design. Firstly, a microstrip patch antenna operated at 4.65 

GHz has been designed and simulated using CST Microwave 

Studio software utilizing FR4 dielectric substrate. Impedance 

matching for this antenna is made through Quarter 

Wavelength Transformer technique. Then the reconfigurable 

microstrip patch antenna is designed using PIN diodes. The 

main design consideration is to provide an antenna geometry 

where a reconfigurable antenna can be obtained by extending 

the initial design and combining them by using the switches. 

Finally, the proposed antennas are fabricated on FR4 

substrate. The measurement results of fabricated antennas 

demonstrate the accuracy of simulation result.  

Keywords—CST Microwave Studio, PIN diode, Quarter 

Wavelength Transformer, reconfigurable antenna style. 

I. INTRODUCTION  
The reconfigurable antennas are designed to integrate 

the function of several antennas into a single emitter 
antenna. Reconfiguration of an antenna is obtained by 
redistributing the currents or electromagnetic fields of the 
antenna as desired and by implementing reconfigurable 
changes on the impedance or radiation properties of antenna 
[1]. These changes are activated through various 
mechanisms such as electrically [2], mechanically [3], 
optically [4] triggered swiching and by use of liquid 
metarials [5]. The reconfigurable antennas are divided into 
four main categories based on the frequency, radiation 
pattern, polarization and their combination .  

The impedance matching is a challenging step to 
obtaining optimum performance parameters such as return 
loss, efficiency and gain in antenna design [6].The 
impedance of an antenna depends on the resonance 
frequency. The impedance matching at a single frequency 
(eg. Quarter Wavelength) is relatively simple. However, if 
impedance matching is desired for a multiple-frequency 
antenna, impedance matching is difficult. The impedance 
matching is one of the challenges encountered in the 
reconfigurable antenna applications.  

The current and voltage distribution on the patch 
determines the impedance value. The electric field value 
(voltage) is zero in the middle of the patch, it is maximum 
on the spreading edge and reverses its direction on the 
opposite edge by taking the maximum value. The magnetic 
field value (current) is the maximum in the middle of the 
patch, the edge of the propagation takes zero value. The 

behavior of this current and voltage signal on the patch 
causes a variable impedance value [7]. The control of the 
input impedance is achieved by positioning the probe at the 
appropriate location in coaxial probe feed [8]. The feed 
position of a patch antenna stimulated in basic mode is 
located in the middle of the patch width and in the direction 
of the patch resonance length [7].  

The impedance value of the rectangular microstrip patch 
 is calculated by “(1)”. When the feed length is 

selected as the quarter wavelength, “Equation (2) is used to 
match the impedance of the patch  to input impedance

 in microstrip line feed antennas, for this purpose the 
characteristic impedance of the feed line  is calculated. 
The relation of the width of the microstrip feed line  
with the characteristic impedance of the feed line is 
given in “(3)” and “(4)”.  

 

is the dielectric constant of antenna substrate, L is the 
length of the patch, W is the width of the patch. 
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II. ANTENNA DESIGN AND CONFIGURATION 

A. The Rectangular Microstrip Patch Antenna 

The calculated results for the electrical dimensions of 
the 4.65 GHz antenna depicted “Fig. 1.” designed using FR4 
is presented in Table 1.  value for this antenna shown in 
“Fig. 1” is calculated by accepting  by means of 

“(2)”.  graph for the selected values of at certain 
range is depicted in “Fig.2”. When, the graph is examined, 
it can be seen that the calculated value 

corresponds to value.  

TABLE V.  DESIGN PARAMETER OF THE  MICROSTRIP PATCH 
ANTENNA 

  

(GHz) 
 

h 

(mm) 

L 

(mm) 

W 

(mm) 

Lg 

(mm) 

Wg 

(mm) 

values 4.65 4.3 1.3 15.0 19.6 22.8 27.4 

 

 

 

 

 

Fig. 1. Geometry of the designed 4.65 GHz antenna 

 

Fig. 2. graph for the selected values of  

B. The Reconfigurable Antenna 

The calculated electrical dimensions for the designed 
reconfigurable antenna are presented in Table 2. The main 
design consideration is to provide an antenna geometry 
where a reconfigurable antenna can be obtained by 
extending the initial design and combining them by using 
the switches. The 4.65GHz antenna can be considered as an 
inset-feed for the new design. The Quarter Wavelength 
Transformer is used for the reconfigurable antenna. Four 
different conditions for reconfigurable antenna design as 
shown in the “Fig. 3.”. The fabricated reconfigurable 
antenna is shown “Fig. 4.”. 

TABLE VI.  DESIGN PARAMETER OF THE RECONFIGUABLE 
MICROSTRIP PATCH ANTENNA 

 
 

h 

(mm) 

L 

(mm) 

W 

(mm) 

Lg 

(mm) 

Wg 

(mm) 

values 4.3 1.3 45.0 39.26 56.4 43.16 
 

 

        

Fig. 3. Geometry of the designed reconfigurable antenna (a) there is no 
diode between conductive patch (b) off condition diode (c) there is 
conductive path between conductive patch (d) on condition diode 

 

Fig. 4. Picture of the fabricated reconfigurable antenna  

III. COMPARISON OF SIMULATION AND 
MEASUREMENT RESULTS 

The simulation and measurement results of the 
reflection coefficients (S11) of the proposed 4.65 GHz 
antenna is depicted in “Fig.5.”. The red line shows the 
simulation and the green line shows the measurement 
results.  

 

Fig. 5. S11 parameter of the simulated and measured 4.65 GHz antenna 

The “Fig. 6.” shows S11 values for the cases where there 
is no diode between conductive patches (solid line), and 
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where an off condition diode is placed (dashed line). It is 
seen that both conditions confirm each other from results. 

 
Fig. 6. S11 parameter of the simulated for scenarios in “Fig. 3(a-b)” 

The “Fig. 7.” shows S11 values for the cases where there 
is conductive path between conductive patches (solid line), 
and where an on condition diode is placed (dashed line). It 
is seen that both conditions confirm each other from results. 

Fig. 7. S11 parameter of the simulated for scenarios in “Fig. 3(c-d)” 

Fig. 8. S11 parameter of the measured reconfigurable antenna 

Radiation patterns for the designed antennas are 
depicted in “Fig. 9.”. 

 
Fig. 9. Radiation pattern diagrams for the reconfigurable antenna; (a) there 
is no diode between conductive patch (b) off condition diode (c) there is 
conductive path between conductive patch (d) on condition diode 

IV. CONCLUSION 
In this study, first, a patch antenna is fabricated for 

4.65GHz. Then, in order to implement reconfigurable 
features to this antenna an extension is created via the 
connection of PIN diodes. The effects of PIN diodes are 
analyzed for a few scenarios and it was concluded that using 
PIN diodes especially requires additional design and tuning 
efforts to reach the simulated results. As a solution for this 
downside optically reconfigurable antennas can be used via 
optical switches. Moreover, bias circuits and the powering 
of these circuits can have negative effects on the antenna in 
terms of both electrical interference and physical space 
allocation. It should also be noted that using highly efficient 
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and low power consuming optical switches is important and 
useful especially for the mobile devices which have small 
space allocation and low power consumption requirements. 
Hence the future research direction should follow these type 
of optically reconfigurable antennas. 
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Abstract— Lane detection plays a vital role in self-driving 

cars and advanced driver assistance systems as it helps cars to 

position themselves within the road and avoid collision. A 

machine learning technique known as Transfer Learning was 

used in this study. TL is the reuse of a previously developed 

model for a task as the starting point for a new one with no need 

for a big dataset. VGG-16, a 16 layers convolutional neural 

network trained on more than million images for classifying 

images into 1000 object categories, was used in this study. This 

model was selected as the starting point to perform semantic 

segmentation which is evaluating each pixel in the image and 

categorizing it into a specific class. The Cambridge Driving-

Labeled Video Database (CamVid) which provides ground truth 

labels as each pixel associated to one of the 32 semantic classes 

was used in the study for both training and test purposes 

changing the classes from 32 to 2 as Lanes and Others. Based on 

the experimental results the lane detection accuracy was 97.42% 

under various illumination conditions and presence of shadows 

on the road.  The experimental results demonstrated   the 

effectiveness of the proposed method in reducing learning time 

and improving performance, making it suitable for real-time 

applications. 

Keywords— Lane Detection, semantic segmentation, self-

driving cars, CNN, Transfer Learning, ADAS. 

 

I. INTRODUCTION 
    Autonomous cars, which are vehicles that can travel to a 
specified destination without the intervention of human 
beings [1], proved to be quite challenging. This is because of 
the sophisticated tasks they have to perform like human 
drivers, a quite challenging task. These complicated tasks 
include, but are not limited to, their ability to use common 
sense, become aware of their environment, obey traffic rules 
forced by traffic signals and signs, speed limits and etc. [2]. 
This paper aims to implement semantic segmentation method 
for road lane detection using transfer learning. In this sense, 
lane detection plays a vital role in self-driving cars and 
advanced driver assistance systems as it helps cars to position 
themselves within the road and avoid collision. 
     
 

There are many traditional techniques used to detect lane in 
the road [3-4]. More recent methods have utilized deep 
convolutional neural networks (CNNs) for this purpose [5-6]. 

 

Fig.1 Illustrate semantic segmentation [7]. 
 

II. SEMANTIC SEGMENTATION 
     Image segmentation is a technique that involves grouping 
pixels of a digital image into multiple regions as shown in 
Fig.1. Representing a digital image in segments which are 
meaningful and easy to analyze is the main goal of image 
segmentation process. Semantic segmentation, on the other 
hand, is the process of associating each pixel in a digital 
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image to a specified class it belongs [8]. Medical Image 
segmentation [9-11], and traffic signal, sign recognition and 
segmentation [12] are some of the common applications of 
image segmentation. 
     An encoder network followed by a decoder network is a 
typical architecture of a general semantic segmentation 
approach. Fig. 2 shows the SegNet architecture for semantic 
segmentation. Feature extraction, transforming an input image 
into a multidimensional feature representation as the initial 
step of segmentation, is carried out by the encoder network. 
Decoder network, on the other hand, maps encoder  features 
to produce the final segmentation on the original image.  
    A CNN architecture is composed of multiple layers to 

perform different tasks as briefly described below. 
The Convolutional Layer:  This layer extracts   features     
from the input image by  sliding   learnable  kernels over the  
image. These learnable kernels must have the same depth of 
the input image.  
 

Batch Normalization layer: It normalizes output of previous 
layers for faster training network. This layer is generally 
located between the Convolutional and ReLU layers. Batch 
Normalizing Transform Algorithm presented in [14] is as 
follows. 
𝑰𝒏𝒑𝒖𝒕: 𝑉𝑎𝑙𝑢𝑒𝑠 𝑜𝑓𝑥 𝑜𝑣𝑒𝑟 𝑎 𝑚𝑖𝑛𝑖 𝑏𝑎𝑡𝑐ℎ: 𝐵{𝑥1……𝑚}; 
𝑃𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 𝑡𝑜 𝑏𝑒 𝑙𝑒𝑎𝑟𝑛𝑒𝑑: 𝛾, 𝛽 
𝑶𝒖𝒕𝒑𝒖𝒕: {𝑦𝑖 = 𝐵𝑁𝛾,𝛽(𝑥𝑖)} 

𝜇𝐵 ←
1

𝑚
∑ 𝑥𝑖                       // 𝑚𝑖𝑛𝑖 − 𝑏𝑎𝑡𝑐ℎ 𝑚𝑒𝑎𝑛𝑚

𝑖=1    

𝜎𝐵
2 ←

1

𝑚
∑(𝑥𝑖 − 𝜇𝐵)2

𝑚

𝑖=1

   // 𝑚𝑖𝑛𝑖 − 𝑏𝑎𝑡𝑐ℎ 𝑣𝑎𝑟𝑖𝑎𝑛𝑐𝑒   

𝑥�̂� ←
𝑥𝑖 − 𝜇𝐵

√𝜎𝐵
2 + 𝜖

                               // 𝑛𝑜𝑟𝑚𝑎𝑙𝑖𝑧𝑒                         

𝑦𝑖 ← 𝛾𝑥�̂� + 𝛽 ≡ 𝐵𝑁𝛾,𝛽(𝑥𝑖)     // scale and shift         
 

Rectified Linear Unit (ReLU) Layer: This layer introduces 
nonlinearity to the system by removing all negative pixel 
values in the feature map and placing zero instead. 

Max Pooling Layer (downsampling): It is used to reduce the 
dimensionality of each feature map without losing the 
important information.     
 

 

 

 

 

 

 

Transfer Learning 

Application of a CNN requires long training time based on 
the large data set required by deep networks. One approach 
to overcome this obstacle is application of transfer learning. 
It is the reuse of a previously developed model as the 
starting point for a new task without the need for the use of 
a big dataset. Hence, transfer learning enables to take 
advantage of the previously obtained knowledge of another 
task when a new one has small amount of data [15]. 
 

VGG Model Architecture 

     VGG-16 net [16] is a deep convolutional neural network 
trained on more than million images for classifying images 
into 1000 object categories.  The VGG-16 model involves 144 
million parameters to learn and has 16 convolutional layers as 
5 max-pooling layers, 3 fully-connected layers followed by a 
ReLU activation layer applied before a final soft-max layer. 

III. DATABASE 

     The Cambridge Driving-Labeled Video Database 
(CamVid) [18], used both for training and test, contains 701 
images and provides ground truth labels as each pixel 
associated to one of the 32 available semantic classes. We 
decreased number of classes into two for the binary 
classification as “Lanes” and “Others” just by combining all 

 
Fig. 2. Illustrate of the SegNet architecture   containing 

Encoder and Decoder , [13]. 
 

 
Fig. 3. Illustrate the Learning Processes for Traditional 
Machine Learning and Transfer Learning. [15] 
 

 

Fig.4. Illustrate A schematic of the VGG-16 Deep 
Convolutional Neural [17] 
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classes of the original database other than “Lanes” into one 
class. 

IV. PROPOSED ARCHITECTURE 
     The architecture of our segmentation network is similar to 
the architecture of SegNet [13]. The architecture of encoder 
network   contains 13 convolution layers of the pretrained 
VGG-16 [16].  To reconstruct the original size of the input 
image an inverse convolution (upsampling) is carried out by 
the decoder network. It achieves this task using a trainable 
multi-channel upsampling kernel. 
    
     The proposed architecture, as illustrated in the Fig.7, starts 
with an augmentation step to increase the accuracy of the 
system to detect road-lanes under different circumstances 
such as various illumination conditions or presence of 
shadows. This increases the number of images from 701 to 
1402 of which 1122 used as training data and the remaining 
280 used as test data. Images are then resized in the input 
layer to decrease the training time. For transfer learning, 
which initializes the model weights, the fully connected 
layers of VGG-16 model are removed to reduce the number 
of parameters in the encoder [8] and the decoder network.  
      

Stochastic Gradient Descent with Momentum (SGDM) 
optimization algorithm used with a learning rate 0.001 and 
momentum 0.9. It is carried out on a GPU (Quadro M5000) 

with compute capability of 5.2, and it took about 12 hours to 
train the model.  

 
Fig.7. Methodology 

 

V. EXPERIMENTAL RESULTS  
    Accuracy and the Jaccard similarity coefficient are used to 
evaluate our algorithm’s efficiency. Accuracy is defined as 
the percentage of the number of times the evaluation measure 
correctly matches evaluation result divided by the total 
number of comparisons in the experiment. Intersection over 
Union (IoU), also known as a Jaccard index, is also used to 
measure the accuracy of object detection. The IoU metric 
measures the ratio of intersection of a particular class pixels 
in label and prediction data to union of that class pixels in two 
sets. Table 1 shows the experimental results. Hence, our 
proposed method correctly identifies lane segments with an 
accuracy of 97.42%. The corresponding confusion matrix is 
also given in Fig. 8. 

Table 1. Experimental results 
 

Classes  Accuracy  IoU 

Lanes  97.42 97.34 

Others  95.42 39.64 

   

 
 
 
 

Fig. 8.Confusion matrix 
    

 

Fig.5. Illustrate The architecture of our encoder. 

 
 

Fig.6. Illustrate The architecture of our Decocoder. 
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Fig. 9. Illustrate of the testing the model on images  

from Simple Dataset [19].  
 

VI. Conclustion 
     In this paper, we have presented a method to identify the 
lane segments in a road image using semantic segmentation 
and transfer learning. We used The Cambridge Driving-
Labeled Video (Camvid) Database for both training and test 
purposes changing the classes from 32 to 2 as lanes and 
others. The number of images are doubled through data 
augmentation to represent different illumination conditions. 
The experimental results proved the eligibility of this method 
for future lane detection studies. 
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Abstract—This study presents the negative refractive 

index, permittivity, and permeability of a square split ring 

resonator (S-SRR) left handed material (LHM) as a 

simulation and how it can be obtained experimentally. The 

LHM structure consists of a three square slit ring resonator 

on one side of the dielectric substrate and a series of wire pairs 

on the other side. The CST Microwave Studio is used to model 

the LHM structure to calculate scattering parameters (S11 and 

S21) where complex refractive index, permittivity, and 

permeability can be found. The MATLAB program is also 

used to verify the negative values of the parameters of the 

structure. The simulations were performed using two-port 

rectangular waveguide setup at the X-band (8.2-12.4 GHz) 

frequencies. 

Keywords—metamaterial (MM), split ring resonator (SRR), 

left handed material (LHM), negative permittivity, negative 

permeability, negative refractive index 

I. INTRODUCTION 
It is very important to properly characterize the 

electromagnetic (EM) parameters of materials for the design 
and optimization of practical structures used in industry. 
Researchers have sought alternative ways over the past 
century due to the limitations of conventional (traditional) 
materials in nature. Metamaterials (MMs) is now known as 
artificial material with increasing interest and having many 
potential applications in science, technology, and medicine. 
All materials can be electrically defined by complex 
permittivity (ε) and permeability (μ) in frequency domain. 
These parameters can determine the response of the material 
to EM radiation. Because of the unpredictability of 
production processes, the only way to find the parameters 
of the materials is to measure them. These materials are also 
called to as left handed materials (LHMs). LHMs is an 
artificial material with EM properties not found in nature. 
The MMs were first examined by Veselago [1]. Many 
papers have demonstrated the benefit of MMs that lead to 
negative permittivity, permeability, and refractive index [2-
8]. Following the studies of reference [3], [4], and [9], Smith 
et al. produced the first left handed material in 2000 [10-11]. 
These left handed metamaterials (LHMMs) are made from 
a series of conductive continuous wires to obtain negative 
permittivity and the SRR arrays to obtain negative 
permeability. In order to ensure negative permittivity and 
permeability, a double wire is used at the back of the FR4 

dielectric substrate while a square split ring resonator is 
used at the front. The wires at the back of this structure give 
negative permittivity while SRR gives negative 
permitability and the negative refraction index is made up 
of the structure itself. The LHM structure has been 
simulated in CST Microwave Studio. Afterwards, scattering 
parameters (S11 and S21) were extracted to calculate the 
negative values of permittivity, permeability, and refractive 
index using the direct rectrieval method [2, 12]. 

LHM has many applications in microwave engineering. 
The most important application of LHM is to use it as 
substrate or superstrade to increase the antenna’s direction 
and gain [12]. Other applications of LHMs are cloak of 
invisibility. The most interesting concept of the LHM is 
excellent lenses and near field imaging. [2, 13-14]. 

II. METHODOLOGY 
The LHM structure was printed on a square FR4 

substrate material with partial permittivity εsub = 4.3, 
thickness dsub = 1 mm, and a side length p = 10.18 mm. The 
design of the LHM structure combines the three square split 
ring resonator of copper with different lengths (a1 = 4 mm, 
a2 = 7 mm, and a3 = 10 mm). Copper (conductivity σcu = 58 
× 106 S/m) is used for metallization. The gap width of each 
SRR unit cell is g = 0.75 mm, the metal strip width is w = 
0.75 mm, the separation width is s = 0.75 mm, and the metal 
thickness is tm = 0.035 mm. On the other side of the 
substrate, three rectangular wires are printed with the same 
length and the same metal strip width as substrate. The h 
distance between these rectangular wires is 4.25 mm. The 
structure of the LHM front view (S-SRR) and the back view 
(wires) are shown in Fig. 1a and 1b, respectively. 

  p

s

w

ga1a2a3

p

p
h

center



 

155 

(a) (b) 
Fig. 1. (a)  S-SRR front view, (b) wires back view. 

Several methods have been used to obtain negative 
refractive index, permittivity, and permeability from 
simulated complex values of S-parameters. The Nicolson-
Ross-Weir (NRW) method is one of the over-developed 
methods to find the negative values of permittivity and 
permeability [2]. The Lorentz model and other methods 
using the Drude model have made some hypotheses about 
negative permittivity and permeability [2]. In this study, 
direct retrieval method having a more appropriate and 
understandable among all other ways will be used [12]. 

In the proposed method, LHM is placed between two 
rectangular WR-90 waveguide inputs to the left and right of 
the z axis. The wave is stimulated from positive x-axis (port 
1) to negative x-axis (port 2) to calculate complex S11 
(reflection of port 1 at 1) and complex S21 (transmission at 
port 2 due to 1) parameters. The y and x planes are defined 
as a perfect electric conductor (PEC) [13-14]. The 
simulations are taken on the X-band (8.2-12.4 GHz). The 
simulated LHMM structure between two waveguide ports 
is shown in Fig. 2. 

 
(a) 

 
(b) 

  
(c) (d) 

Fig. 2. X-band waveguide setup used in simulation and experiments (a) 
transparent image of LHM structure, (b) setup display of X-band 
waveguide and LHM structure, (c) representation of ports, (d) photo of 
sample holder waveguide section with installation of X-band waveguide 
[15]. 

S-parameters can be obtained from the relevant structure 
using the transmission/reflection (T/R) method by CST 
Microwave Studio. To find the negative values of refractive 
index, permittivity, and permeability, scatter parameters 
(S11 and S21) must be transferred to MATLAB using the 
following equations [12]: 

                                         (1) 
and  
                                         (2) 
where 

             (3) 

and 

                          (4) 

Here are ε permittivity, µ permeability, n refractive 
index, and z wave impedance representations. When the 
reference [12] is examined, it is understood that the “kd” is 
approximately 1 (kd~1). 

 
Fig. 3. The simulated parameters S11, S12, S21, and S22 (S11 = S22 and S12 = 
S21, i.e. reflection and transmission symmetric). 

 

 
Fig. 4. Simulated S11 and S21 parameters. 

 
Fig. 5. Simulated refractive index (n) and frequency. 
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Fig. 6. Simulated permittivity (ε) and frequency. 

 
Fig. 7. Simulated permeability (µ) and frequency. 

S-parameter measurements can be carried out 
experimentally using the apparatus of Fig. 2d, with the help 
of a vector network analyzer (VNA) after the LHM structure 
is produced. 

III. SIMULATED RESULTS DISCUSSION 
Fig. 1 shows the front and back view of the S-SRR. Fig. 

2a shows the LHM transparent image, Fig. 2b and 2c CST 
Microwave Studio X-band waveguide installation, and the 
experimental sample connection photo in Fig. 2d. S-
parameters are key terms for obtaining negative refractive 
index, permittivity and permeability. Complex scattering 
parameters S11 and S21 are extracted from CST Microwave 
Studio. The simulated scattering parameters are shown in 
Fig. 3 and 4. The LHM structure resonates in the X-band 
frequency range. 

Simulated S-parameters are transferred to MATLAB. 
By using the equations (1)-(4) of the direct rectrieval 
method, negative refractive index, permittivity and 
permeability are obtained in the X-band frequency range as 
shown in Fig. 5, 6, and 7 respectively. These figures give 
the confirmation results of the negative behavior of the 
periodic structure. 

IV. CONCLUSION 
The design has been successfully analyzed. The 

negative values of the refractive index, permittivity, and 
permeability were generated through MATLAB software 
from T/R method using direct retrieval method from the 
simulated S11 and S21. Negative parameters are obtained at 

different operating frequencies. The LHM constructs in this 
study may be of interest in areas where the negative 
refraction index needs to be improved the gain and radiation 
characteristics of the antennas in the specific frequency 
range. The structure can also be widely used for the 
development of different antenna parameters.  
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Abstract—With the increasing usage of smart mobile devices, 

the number of applications developed for these devices is 

already increasing day by day. Nearly all functionalities 

(sending emails, searching the internet, messaging via internet, 

making bank account transactions etc.) performed by using 

computer are carried out on mobile devices anymore. However, 

misuse of personal information emerges through malicious 

applications in the devices and these applications render the 

devices unusable. In the literature and industry, new 

methodologies have been proposed for mobile malware 

detection; however, there is still a research challenge to identify 

malwares on mobile applications and take precautions. In this 

paper, a permission-based model is implemented to detection of 

malware applications in mobile devices which have Android 

operating system. Permission-based features have been 

extracted from the apk files in the AndroTracker data set which 

is previously created in the literature. The results of 

classification techniques have been evaluated by applying four 

types of machine learning techniques (Support Vector Machine, 

k-Nearest Neighbor, Back Propagation) and these techniques 

have been compared with Convolutional Neural Network. The 

experimental results show that the permission-based model is 

highly successful using both machine learning technique and 

deep learning in the AndroTracker data set. Back Propagation 

gives the best result among the other machine learning 

techniques by 96.1% acurracy rate. Also Convolutional Neural 

Network has achieved success rate of 96.71%. This 

demonstrates that the accuracy rates of CNN and classical 

machine learning techniques close to each other and they have 

high accuracy rate because of small number of targets which are 

benign and malware. 

 

Keywords—Android, permission-based malware detection, 

convolutional neural network, machine learning. 
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Abstract— Water management is still at issue of polymer 

electrolyte membrane (PEM) fuel cells because it is directly 

related with cell performance thus it must be solved effectively 

as much as possible. In this context, microporous layer (MPL) 

was formed on the gas diffusion layer (GDL) using two different 

polydimethylsiloxane (PDMS) polymers and polystyrene (PS)-

silica (SiO2) particles for providing respectively hydrophobicity 

and roughness to MPL structure. It was expected that the 

increased hydrophobicity and roughness of the MPL surface 

will facilitate the removal of excess water inside the PEM fuel 

cell. 

Keywords— Polydimethylsiloxane, polystyrene-silica 

nanoparticles, hydrophobicity, water management, microporous 

layer, PEM fuel cell  

I. INTRODUCTION 
In PEM fuel cells, flooding occurs commonly due to the 

produced water at the cathode side or condensation of 
humidified reactant gases. It is undesirable phenomena 
because excess water plugs the active sites for reaction and 
leads reactant starvation at these regions. Effective water 
management must prevail inside the cell in order to ensure 
high performance.  

The general way of providing water management in PEM 
fuel cell is treating the gas diffusion layer or microporous layer 
with hydrophobic materials with the aim of water removal 
facilitation. PDMS polymer has been especially highlighted as 
hydrophobic material in recent years because of its 
advantageous properties [1],[2]. Additionally surface 
roughness is also indicated as an important parameter for 
obtaining superhydrophobicity because of trapped air between 
the asperities. Silica nanoparticles were generally chosen for 
this purpose in some studies [3],[4]. Thus in this study, two 
different molecular weights of PDMS polymer (as 
hydrophobic material) and PS-SiO2 nanoparticles (as 
roughness agent) were used in order to make MPL surfaces 
for improving water management ability of PEM fuel cell.   

II. EXPERIMENTAL METHOD 

A. Synthesis PS-SiO2 Particles 

The experimental method of [1] was conducted in the 
same manner for the synthesis of polystyrene/silica core-shell 
nanoparticles. 

B.Preparation of Microporous Layer 

The microporous layer was constructed on the plain GDL 
by using various amounts of PDMS polymer with two 

different molecular weights and fixed amount of carbon black 
(Vulcan) and PS-SiO2 nanoparticles. The solution consisted of 
these materials was applied on GDL via spraying. Each of the 
prepared MPLs was calcined at the 180ºC. Table I shows the 
properties of all MPLs prepared in the scope of this study.  

TABLE I. MPL PROPERTIES   
MPL PDMS Carbon PS-SiO2 

1 1 % wt. (PDMS-1) 1 mg/cm2 1 % wt. 
2 3 % wt. (PDMS-1) 1 mg/cm2 1 % wt. 
3 5 % wt. (PDMS-1) 1 mg/cm2 1 % wt. 
4 1 % wt. (PDMS-2) 1 mg/cm2 1 % wt. 
5 3 % wt. (PDMS-2) 1 mg/cm2 1 % wt. 
6 5 % wt. (PDMS-2) 1 mg/cm2 1 % wt. 

 

C. Preparation of Membrane Electrode Assembly (MEA) 

Subsequently the preparation of MPLs on the GDL, the 
catalyst ink was prepared and applied on MPL surfaces via 
spraying. Anode and cathode electrodes were completed after 
the loading appropriate amount of Pt catalyst. Two electrodes 
were hot-pressed (400 psi, 130ºC) as the polymer electrolyte 
membrane (Nafion) was placed between them.  

D. Physical and Electrochemical Characterization 

The surface and cross-section images of MPL surfaces 
were obtained with SEM. FTIR analysis was made in order to 
characterize special chemical bonds. TGA analysis was 
conducted for the determination of degradation temperature 
and weight loss of samples due to high temperature. Contact 
angle measurements were taken with Attension Theta 
tensiometer for the information of MPL surface 
hydrophobicity. Finally, PEM fuel cell performance tests were 
applied on the purpose of electrochemical characterization. 

III. RESULTS AND DISCUSSION 
FTIR anaysis of the prepared MPL surfaces were shown 

through Fig. 1.(a) and (b). Fig. 1.(a) and Fig. 1.(b) respectively 
belong to the MPL surfaces prepared with low molecular 
weight PDMS (PDMS-1@236,53 g/mole) and high molecular 
weight PDMS (PDMS-2@117000 g/mole). The peaks 
appeared at 3463, 2960 ve 1108 cm-1 represent the Si–OH, –
CH3 ve Si–O–Si chemical bonds of PDMS polymer [5]. 
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(a) 

 

(b) 

Figure 1. FTIR results of cells with MPLs contain 1%, 3%, 5% (wt.) (a) 
PDMS-1 (b) PDMS-2. 

Hydrophobic properties of the prepared MPL surfaces are 
substantial for the better water removal from the PEM fuel 
cell. Therefore, contact angle measurements of MPL surfaces 
were illustrated in Table II. According to the results, all of 
samples have hydrophobic property due to their contact angles 
greater than 90º. 

Table II. Contact angle measurements of mpls   

  
1 120.8º 2 122.2º 

 

  
3 116.7º 4 125.1º 

  
5 142.1º 6 133.4º 

 
ACKNOWLEDGEMENTS 

The authors would like to appreciate the financial support by Turkish 
Scientific and Technological Research Council [Grant Number: 113M205] 
and Scientific Research Project Coordination Unit of Atatürk University 
[Grant Number: 2015/134]. The authors are also grateful to “Freundenberg 
Company” for supplying gas diffusion layer.  

REFERENCES 
[1] C-H. Xue, Z-D. Zhang, J. Zhang, S-T. Jia, “Lasting and self-healing 

superhydrophobic surfaces by coating of polystyrene/SiO2 nanoparticles 
and polydimethylsiloxane,”  J. Mater. Chem. A, vol. 2, pp. 15001-15007, 
2014. 

[2] R. P. S. Chakradhar, V. Dinesh Kumar, J. L. Rao, B. J. Basu, “Fabrication 
of superhydrophobic surfaces based on ZnO–PDMS nanocomposite 
coatings and study of its wetting behavior,” App. Surf. Sci., vol. 257, pp. 
8569-8575, 2011. 

[3] L. Mammen, X. Deng, M. Untch, D. Vijayshankar, P. Papadopoulos, R. 
Berger, E. Riccardi, F. Leroy, D. Vollmer, “Effect of Nanoroughness on 
Highly Hydrophobic and Superhydrophobic Coatings,” Langmuir, vol. 
28, pp. 15005-15014, 2012. 

[4] S. Cheng, L-Q. Ge, Z-Z. Gu, “Fabrication of super-hydrophobic film with 
dual-size roughness by silica sphere assembly,” Thin Solid Films, vol. 
515, pp. 4686-4690, 2007. 

[5] K. Li, X. Zeng, H. Li, X. Lai, H. Xie, “Effects of calcination temperature 
on the microstructure and wetting behavior of superhydrophobic 
polydimethylsiloxane/silica coating,” Colloids Surf., A., vol. 445, pp. 
111-118, 2014. 

 

 



 

160 

Production and Characterization of TiO2 and 

ZnS Doped TiO2 Nanotube Photocatalysts  
Hakan Kızıltaş  

Department of Chemical Engineering 
Atatürk University 
Erzurum/TURKEY 

h.kiziltas@atauni.edu.tr 
 

Taner Tekin  
Department of Chemical Engineering 

Atatürk University 
Erzurum/TURKEY 
ttekin@atauni.edu.tr 

 

Derya Tekin 
Department of Metallurgical and 

Materials Engineering 
Atatürk University 
Erzurum/TURKEY 

deryatekin@atauni.edu.tr 

Abstract— In this study, the TiO2 nanotube photocatalysts 

were synthesized using the anodization method. The 

anodization process was performed under 20V potential for 3 

hours. After the anodization, successive ionic layer adsorption 

and reaction (SILAR) method was used ZnS doping. The 

crystal structures of the nanotube photocatalysts were 

characterized using the X-Ray diffraction (XRD), and its 

morphology and elemental composition were characterized 

using the scanning electron microscopy (SEM-EDS). Orange 

G dye was used for photocatalytic activity experiments. The 

results showed that ZnS doping increased the photocatalytic 

activity of TiO2.  

Keywords— TiO2 nanotube, photocatalyst, Orange G, dye 

removal. 

I. INTRODUCTION  
Titanium is a very important material for applications in 

industry, medicine and scientific research [1-3]. TiO2 
nanotube arrays synthesized by electrochemical methods 
are commonly used in dye sensitive solar cells [4], photo-
decomposition of pollutant organisms [5], humidity sensors 
[6] and hydrogen generation [7]. 

TiO2 has long been recognized as the most promising 
photocatalyst due to its high photocatalytic activity, long-
term chemical stability, non-toxicity, and relatively low 
prices, and finds broader applications in the breakdown of 
many organic pollutants, such as persistent toxic 
substances, paints. 

However, the photocatalytic oxidation technology, 
using TiO2 as a photocatalyst, aims to overcome the 
difficulties of separating suspended TiO2 particles from 
aqueous solutions and the low yield resulting from the rapid 
incorporation of photogenic electrons and voids [8]. To 
solve the separation problem, many researchers have 
developed thin-film technology to immobilize TiO2 on a 
solid carrier, but there are some defects. The surface area of 
the thin-film TiO2 photocatalyst exposed to the solution is 
from the TiO2 nanoparticles released into the solution. On 
the other hand, poor adhesion of the TiO2 film to the 
supporting carriers can block the electron mass transfer [9]. 
Accordingly, TiO2 nanotubes formed by anodizing on the 
titanium substrate show more photocatalytic activity than 
the immobilized TiO2 film [10]. 

In this study, TiO2 and ZnS doped TiO2 nanotube 
photocatalysts were synthesized and XRD and SEM-EDS 
results were used for characterization. In order to determine 
the photocatalytic activities, the decomposition of Orange 
G dyestuff was investigated. 

 

II. EXPERIMENTAL 

E. Materials 

Titanium sheets with 99.7% purity were used in the 
production of nanotube TiO2 photocatalysts. Sodium 
fluoride (BDH Lab.), Phosphoric acid (Merck, 85%) and 
distilled water were used for the anodization process. Zinc 
chloride (Merck, pure), sodium sulfide (Sigma Aldrich,> 
98%) and distilled water (H2O) was used for ZnS doping. 

F. Anodic oxidation process 

The two electrode system was used for the anodization 
process. The titanium plate and the platinum were 
connected as anode (+) and cathode (-), respectively. The 
distance between the electrodes was kept 3 cm during the 
anodization. 0.5 M Phosphoric Acid (H3PO4) and 0.14M 
Sodium Fluoride (NaF) aqueous solution were used the 
electrolyte solution. During the anodization process, 20V 
voltage was used. The anodization time was chosen for 1 
hour under the continuous stirring. After the anodization, 
TiO2 nanotubes were calcined at 500 ° C for 3 hours. 

G. Production of NiS / TiO2 nanotube photocatalyst by 

SILAR method 

The SILAR method is based on the slow formation of 
solution ions on the sub-base of the substance to be dosed. 
In order to avoid a homogeneous precipitation that may 
occur in the solution, the reaction and adsorption of the ions 
in the solution and the solution after each dipping with 
deionized water are the basis of the SILAR method.  

The four basic steps in the SILAR method are: 

1. Metal adsorption 
2. Rinse with deionized water 
3. Surface reaction 
4. Rinsing with deionized water 

In this study, ZnS nanoparticles were doped on TiO2 by 
SILAR method. Four different beakers were used in the 
doping process and the contents of these beakers were as 
follows: 

1. Beaker: 0,025 M ZnCI2 aqueous solution 
2. Beaker: Deionized water 
3. Beaker: 0,025 M Na2S 
4. Beaker: Deionized water 

In this way, ZnS was doped on the nanotube TiO2, then 
calcined at 500°C for 3 hours. 
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H. Photocatalytic Activity Tests 

The photocatalytic experiments were carried out in a 
batch reactor with light. A 44 W / m2 lamp was used as a 
source of UV light. O2 was provided by pumping air at a 
constant flow rate to provide a saturated concentration of 
reaction medium. 

III. RESULT AND DISCUSSION 
SEM and EDS analysis of TiO2 nanotube photocatalyst 

was shown in Figure 1. 

 
Figure 1. SEM and EDS analysis of TiO2 nanotube photocatalyst 

As can be seen in Figure 1, TiO2 nanotubes are formed 
and distributed homogeneously on the surface. The average 
diameter of the nanotubes ranges from 99-116 nm. Any 
contamination is not observed on the nanotubes. The EDS 
analysis of TiO2 nanotube photocatalyst proved the 
presence of titanium and oxygen in the sample. The 
presence of carbon in the sample indicates the presence of 
trace amounts of pollution. 

The results of SEM and EDS analysis of ZnS/TiO2 
nanotube photocatalyst are given in Figure 2. 

 
Figure 2. SEM and EDS analysis of ZnS/TiO2 nanotube photocatalyst 

As can be seen from the SEM image of the ZnS doped 
nanotube photocatalyst given in Figure 2, ZnS was doped 
around the nanotubes. The EDS analysis of the same 
photocatalyst revealed the presence of titanium, oxygen and 
zinc in the sample. 

Figure 3 shows the XRD diagram of the nanotube TiO2 
and ZnS doped TiO2 photocatalysts. 

 
Figure 3. XRD patterns of the titanium plate (a), the nanotube TiO2 (b) and 
the ZnS doped nanotube TiO2 (c) photocatalysts 

As shown in Figure 3a-b, it was found that the nanotube 
TiO2 peak is more sharply in the anatase phase than the 
titanium plate. Compared to Fig. 3b-c, it is observed that the 
anatase peaks of the ZnS-doped photocatalyst are more 
pronounced and become sharper. 

The photocatalytic degradation values of Orange G dye 
on the TiO2 and ZnS/TiO2 nanotube photocatalysts in the 
batch reactor are shown in Figure 4. 

 
Figure 4. Decomposition of Orange G dyes on TiO2 and ZnS / TiO2 
nanotube photocatalysts 

When the graph is examined, the difference between the 
removal of the two photocatalysts is noticeable. For the 
TiO2 photocatalyst, 61,08% of the dye was removed in 6 
hours, whereas the ZnS doped nanotube TiO2 photocatalyst 
removed 73,69% of the dye after 6 hours. 

IV. CONCLUTION 
TiO2 nanotube photocatalysts were synthesized by 

electrochemical method of anodization. After anodization, 
successive ionic layer adsorption and reaction (SILAR) 
method was used to dope ZnS nanoparticles. The crystal 
structure of the nanotube photocatalysts produced was 
characterized using X-Ray diffraction (XRD), and its 
morphology and elemental composition were determined 
by using scanning electron microscopy (SEM-EDS). 
Orange G dyestuff was used for photocatalytic activity 
experiments. The results showed that ZnS doping increased 
the photocatalytic activity of TiO2. 
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Abstract— Copper hydroxide sulfate was synthesized by 

chemical precipitation method from a mixed solution of CuSO4 

and NaOH. The reaction pathway and kinetics of the thermal 

decomposition of the Cu4(OH)6SO4 were investigated by means 

of thermoanalytical techniques. TG-DTG data taken in air 

atmosphere from 298 to 1273 K at different heating rates (2.5, 

5, 7.5 and 10 Kmin-1) were plotted under non-isothermal heating 

conditions. TG and DTG measurements indicated that thermal 

behavior of copper hydroxide sulfate has two-region 

degradation. Kinetic parameters were determined from the TG 

and DTG curves for the regions I and II by using Ortega 

method. The activation energy (Ea) and g(α) mechanism of the 

material was determined. The average activation energies (Ea) 

are 53.5 kJmol-1 and 188.5 kJmol-1 for regions I and II, 

respectively. The decomposition process of copper hydroxide 

sulfate proceeds by one-way diffusion (D1) for region I, followed 

by two-dimensional random nucleation and nuclei growth (A2) 

mechanism for region II.  

Keywords—copper hydroxide sulfate, thermal analysis, 

kinetics analysis, Ortega method  

I. INTRODUCTION 

Because various basic copper (II) salts are suitable 
precursors for CuO with various desired properties and 
appear as a co-precipitate in the precursors for many Cu-
containing ceramics, it is expected that detailed 
investigations on the kinetics and mechanisms of the thermal 
decomposition of basic copper (II) salts provide valuable 
information to improve the ceramic processing through 
thermal decomposition route [1]. 

Copper oxide is an important catalyst, and it is widely 
used because of its high activity and selectivity in 
oxidation/reduction reactions. It is also used in gas sensors, 
thermoelectric materials, etc [2,3]. Various methods such as 
sol-gel, precipitation-stripping, solid state reaction, alkoxide-
based synthesis, sonochemical preparation, microwave 
irradiation and precipitation–pyrolysis are used to prepare 
copper oxide nanoparticles [4]. However, most of the 
reported methods suffer from such limitations as the use of 
organic solvents, long times and complicated equipment 
requirements [5].  

In this study, a rapid synthesis of Cu4(SO4)(OH)6 was 
examined by chemical precipitation method for a mixed 
solution of CuSO4 and NaOH. The reaction pathway and 
physico-chemical events taking place during the course of the 
thermal decomposition processes were investigated in order 
to find some kinetic-related phenomena required to interpret 

the kinetic results. Kinetic analyses for the respective reaction 
steps were carried out for the kinetic rate data under linearly 
increasing temperature. 

 

II. KINETICS ANALYSIS 

It can be determined the mechanism of the physical and 
chemical processes occurring during decomposition at TG-
DTG analysis.  

Kinetic parameters can be calculated by both model-
fitting and isoconversional methods. For non-isothermal 
experiments, model-fitting includes fitting different models to 
α–T curves and simultaneously determining Ea and A. There 
are numerous non-isothermal model-fitting methods; the 
Coats–Redfern method, and the method suggested by Ortega 
are popular. Thus, the model that gives the best linear-fit is 
usually selected as the model [6]. 

In the present study, it was applied the model-fitting 
technique for the kinetics analysis at non-isothermal 
conditions. 

In the kinetic analysis, it is very important the knowledge 
of the dependence of the temperature with the conversion 
value of the decomposition (α). It provides to explain 
multistep processes and gives information about their 
reaction mechanisms. When the rate of a solid-state 
decomposition reaction under non-isothermal condition is 
determined, α is firstly calculated as follows: 

 

𝛼 =
𝑊0 − 𝑊𝑡

𝑊0 − 𝑊∞
                                                          (1) 

W0, Wt, and W∞ are the initial, actual, and final mass of the 
sample, respectively. 

The reaction-rate of a material is usually explained as; 
 
𝑑𝛼

𝑑𝑡
= 𝑘𝑓(𝛼)                                                                          (2) 

 
f(α) is a function related to the reaction mechanism and k is 
the specific rate constant at the Arrhenius equation: 

𝑘 = 𝐴 exp (−
𝐸𝑎

𝑅𝑇
)                                                                 (3) 

A is the pre-exponential factor (min-1), Ea is the activation 
energy (kJmol-1), R is the universal gas constant (Jmol-1K-1), 
and T is the absolute temperature (K). 𝛽  is the constant 
heating rate for the non-isothermal system. 
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𝑑𝑇

𝑑𝑡
= 𝛽                                                                                    (4) 

From Eq. 2, it is obtained 
 

𝑑𝛼

𝑑𝑡
= (

𝑑𝛼

𝑑𝑇
) . (

𝑑𝑇

𝑑𝑡
) = 𝑘𝑓(𝛼)                                                (5) 

𝑑𝛼

𝑓(𝛼)
=

𝐴

𝛽
. exp (−

Ea

𝑅𝑇
) . 𝑑𝑇                                                    (6) 

When above equations are rearranged, it is found Eq. (7)  

ln(𝑔(𝛼)) = ln (
𝐴𝐸

𝛽𝑅
) − 5.331 − 1.052 (

𝐸

𝑅𝑇
)                    (7) 

The mechanism of the reactions can be predicted from the 
method suggested by Ortega [6]. It is used Eq. (7) to 
determine the kinetics parameters (activation energy and pre-
exponential constant) of the reactions. g(α) is the reaction 
mechanism under linear heating and in other words, g(α) is 
the integral function of conversion. A plot of ln[g(α)] against 
1/T should give a straight line with a slope equal to -1.052 
Ea/R. The g(α) affects from the mechanism controlling the 
reaction, the size and the shape of the particles. When the g(α) 
is predicted correctly, the graph of ln[g(α)] against 1/T will a 
straight line with high correlation coefficient (R2) at linear 
regression analysis, that Ea and A can be attainable. 

Eq. (7) is rearranged, it is found Eq. (8)  
 

𝑔(𝛼) = ∫
𝑑𝛼

𝑓(𝛼)
=

AEa

𝛽𝑅
 𝑝(𝑢)                                               (8)

𝛼

0

 

This equation is dependent on evaluating the 
function 𝑝(𝑢). Doyle [7] has evaluated 𝑝(𝑢) and suggested. 

 
𝑝(𝑢) = 0.00484 exp(−1.0516)                                          (9) 

The Master-plot method provides the solution of Eq. (8) 
by using a reference at point α=0.5, and then the following 
Eq. (10) is found. 
𝑔(𝛼) =

(
𝐴𝐸

𝛽𝑅
) 𝑝(𝑢0.5)                                                              (10)𝑢0.5 =

𝐸/𝑅𝑇0.5          (11)  
Eq. (12) is obtained by dividing Eq. (8) to Eq. (9) 
𝑔(𝛼)

𝑔(0.5)
=

𝑝(𝑢)

𝑝(𝑢0.5)
                                                                    (12) 

The curves of  g(α)

g(0.5)
 versus α are the theoretical master 

plots values, and the curves of p(u)/p(𝑢0.5)  versus α are 
experimental ones at different heating rates. Doyle equation 
can be used to draw the curves of  p(u)/p(𝑢0.5). Eq (12) 
shows that the theoretical values are equivalent the 
experimental values, when it is found the suitable kinetics 
model for a given α value. 

It was used to the six solid state mechanisms ‘g(α)’ which 
for the prediction of reaction mechanisms from TG data at 
Table 1.  
 
Table 1. g(α) for solid state mechanisms 

Mechanism g(α) Symbol 

Chemical reaction  

First order -ln(1-α) F1 
Second order 1/(1-α) F2 
Diffusion mechanism 

One-dimensional diffusion  α2 D1 
Two-dimensional diffusion α+(1+α)ln(1-α) D2 
Random nucleation and nuclei growth 

Two dimensions  (-ln(1-α))1/2 A2 
Three dimensions  (-ln(1-α))1/3 A3 

 
III. EXPERIMENTAL 

 

A. Synthesis 
Copper hydroxide sulphate was prepared by the chemical 

precipitation method. A solution of 50 ml 0.1 M NaOH was 
added drop by drop to a vigorously stirred salt solution of 50 
ml 0.5 M CuSO4·5H2O. The resulting suspension was aged 
at 60 °C for 8 h. The mixture was filtered and then washed 
with double distilled water and ethanol for several times. 
Finally, the solid phase was dried at 80°C.  

Thermogravimetric and differential thermal analyses 
(TG–DTG) curves were obtained on a NETZSCH STA 409 
PC Luxx at different heating rates of 2.5, 5, 7.5 and 10 Kmin-

1 under air flow in the temperature range from 298 to 1273 K. 
IV. RESULTS AND DISCUSSION 

 

In the present study, a simple chemical precipitation 
method for the synthesis of the precursor copper hydroxide 
sulfate [Cu4(SO4)(OH)6] from CuSO4 and NaOH solution at 
60°C is presented. The reaction pathway of the thermal 
decomposition of copper hydroxide sulfate to copper (II) 
oxide included the thermal dehydroxylation and desulfation 
processes. 

 
Cu4(OH)6SO4 → Cu2OSO4 + 2CuO + 3H2O  (13) 
Cu2OSO4→ 2CuO + SO3    (14) 

 
Pure CuO nanoparticles were obtained by calcining the 
precursor powder at 1173 K in air. 
 
A. TG-DTG Analysis 
 

In this study, the thermal decomposition of synthetic 
copper hydroxide sulfate (Cu4(OH)6SO4) was investigated to 
determine its thermal behavior and decomposition 
temperature by means of TG-DTG. The experimental TG-
DTG curves of Cu4(OH)6SO4 at different heating rates of 2.5, 
5, 7.5, and 10 Kmin-1 from 298 K to 1273 K are given at Fig. 
1 and 2. TG and DTG curves display that thermal behavior of 
Cu4(OH)6SO4 has two-region degradation. At the first region 
that corresponds to dehydoxylation reaction, the thermal 
decomposition occurs at temperatures ranging from 298 to 
~700 K according to the heating rates. The mass loss of 
dehydoxylation process is approximately 14-15%. In the 
literature, it is explained that the sample (Cu4(OH)6SO4) turns 
into Cu2OSO4 in the region [1]. It wasn’t observed any mass 
change between 700 and 850 K. The second region proceeds 
from 850 to 1100 K, in which the desulfation decomposition 
process takes place. It observed that the dehydrated 
compound decomposed to CuO about 20% in the region. It 
has been reported that the decomposition of Cu2OSO4 
corresponds to the crystallization of CuO in the region [1]. It 
is also represented that the volume shrinkage of the sample 
assemblage during release of the gas caused the thermal 
decomposition of structure, too. 
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Figure 1. TG curves of copper hydroxide sulfate at different heating rates 

 

 
 

Figure 2. DTG curves of copper hydroxide sulfate at different heating rates 
 

B. Kinetics Analysis 
 
The model-fitting method (Ortega equation) with results 

obtained from TG data was used to determine the kinetics 
expressions for region I and II. The conversion values (α) 
were calculated from the TG data. 

In Table 2 and 3, it is tabulated the activation energies 
corresponding to the g(α) values that are six general reaction 
mechanisms and calculated by the method suggested by 
Ortega for region I and II, respectively.  
 
Table 2. Activation Energies Corresponding Various Solid-State 
Mechanisms For Region I 

Mechanism               Sym                    Ea (kJmol-1) 

 Heating rate (Kmin-1)                  β=2.5          β=5            β=7.5       β=10 

Chemical reaction  

First order F1 31.1 34.9 38.6 39.8 
Second order F2 41.9 47.4 52.4 54.1 
Diffusion mechanism 

One-dimensional  D1 46.2 51.9 57.1 58.8 

Two-dimensional  D2 50.6 56.9 62.6 64.5 
Random nucleation and nuclei growth 

Two dimensions  A2 15.5 17.5 19.3 19.9 
Three dimensions  A3 10.4 11.7 12.9 13.3 

 
Table 3. ACTIVATION ENERGIES CORRESPONDING VARIOUS 
SOLID-STATE MECHANISMS FOR REGION II  
 

Mechanism                Sym                    Ea (kJmol-1) 

 Heating rate (Kmin-1)                  β=2.5          β=5          β=7.5         β=10 

Chemical reaction  

First order F1 368.4 391.8 377.4 386.4 
Second order F2 506.9 538.3 517.8 531.6 
Diffusion mechanism 

One-dimensional  D1 498.9 572.5 552.2 565.8 
Two-dimensional  D2 537.9 630.7 608.1 623.3 
Random nucleation and nuclei growth 

Two dimensions  A2 175.9 195.9 188.7 193.6 

Three dimensions  A3 112.9 122.7 125.8 129.0 
  

It is selected the mechanism with the highest correlation 
coefficient (R2) from these values in the analysis. In the 
region I, D1 mechanism has yielded the highest correlation.  

In the region II, it is seen that some mechanisms have high 
R2 values. Therefore, the Master-Plot method was applied to 
better decision the desulfation process mechanism of sample 
at region II. It was obtained that it is best described A2 (two-
dimensional) mechanism. According to the results, the 
average activation energies for region I and II are 53.5 and 
188.5, respectively.  

 
V. CONCLUSION 

 

The decomposition process of copper hydroxide sulfate was 
investigated by TG-DTG analyzes and obtained that the 
thermal decomposition process consists of two-region 
degradation (dehydoxylation and desulfation region). The 
average activation energies (Ea) calculated by using Ortega 
method are 53.5 and 188.5 kJmol-1 for regions I and II, 
respectively. The decomposition process of copper hydroxide 
sulfate proceeds by one-way diffusion (D1) for region I, 
followed by two-dimensional random nucleation and nuclei 
growth (A2) mechanism for region II.  
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Abstract— Advances in membrane technology, which is used 

often in separation processes, especially in new materials, can 

make this technology more competitive with traditional, high-

energy intensive, environmentally undesirable and costly 

processes. Ion exchange membranes are used particularly in 

waste water treatment and preparation of process and drinking 

water together with other separation techniques. Cation 

exchange membranes have been used in various industries such 

as production of drinking water from sea water, recovery of 

useful metal salt from waste water in metal plating, production 

of fuel cells, chlor-alkali processes. Because of its wide 

application area, the development and improvement of 

membrane technology has become a very important position. 

For this reason, the cation exchanger membrane was prepared 

separately from the styrenated oil and polystyrene in the study 

and a certain amount of graphene oxide was used as an additive. 

It is aimed to have better membrane properties in this study 

which is different from the literature. Parameters and ranges 

used in the study were: Stirred oil / polystyrene based, graphene 

oxide additive (0.5-1-3-5%) and sulphonation time (1-6-12-24 

hours). Membranes prepared in this study were characterized 

by ion exchange capacity,. As a result of the studies performed 

on the character set, optimum parameters were styrene oil, 3% 

graphene oxide contribution and 24 hours sulphonation time. 

Keywords: Cation exchange membranes, ion exchanger, 

grafene oxide, polystyreneIntroduction Introduction  

I.INTRODUCTİON 

Nowadays, membrane technology has a wide range of 
applications in the industry. Nowadays, various membranes 
are used in large scale for producing drinking water from sea 
and bitter water, cleaning industrial wastes and recovering 
valuable chemical components, fractional molecular mixtures 
in food and pharmaceutical companies and recycling of 
separate gases and vapors in petrochemical process [1, 2]. 
Electrically Loaded Membranes; The electrically charged 
membranes can be dense or microporous, but are usually very 
thin micro-porous, porous walls carry fixed positive or 
negatively charged ions. A membrane with fixed positive 
charged ions is called the anion exchange membrane because 
it binds the anions in the surrounding fluid. Similarly, a 
membrane containing fixed, negatively charged ions is called 
a cation exchange membrane. [1].  

In this study, cation exchange membrane was prepared. This 
membrane was prepared with styrene oil and graphene oxide. 
This study, which is different from the literature, is intended 
to have better membrane properties. 

II. EXPERIMENTAL DETAILS 

The cation exchanger membrane prepared was carried out 
in 3 steps. The prepared polymer was then placed in the 

second stage as graphene oxide. In the last step, the prepared 
resin was sulfonated.  

Step 1: Preparation of classical styrenated oil sample 

Styrenated oil production will be obtained according to 
conventional methods in the literature. Accordingly, 55 mL of 
sunflower oil, 45 mL of styrene, 1.9 mL of divinylbenzene, 43 
mL of xylene and 0.6 grams of benzoyl peroxide were heated 
in inert medium at 150 0C for 24 hours. At the end of this 
process, the reaction mixture was washed several times in 
methanol and the precipitated portion was dried in vacuo. 

 

Fig.2.1. Experimental Setup 

  Step 2. Insertion of graphene oxide into styrened oil 

As a result of interaction between carboxyl groups and 
vinyl groups on Graphene oxide (Figure 2.2), styrene oil 
structure or graphene oxide into polystyrene is thought to be 
added successfully..  

 

Fig. 2.2: Graphene oxide and styrene interaction 

As it can be seen from Figure 2.2, graphene oxide is very 
hydrophilic due to its groups. The fact that the polymeric and 
additive materials used in the membrane production are 
hydrophilic have a positive effect on the performance of 
membrane. Because the more hydrophilic the structure will 
be, the stronger the interaction between the membrane and 
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water molecules, and this will allow the water to dissociate 
more easily. 

It was first dried under vacuum at 100 ° C to remove 
moisture from the graphene oxide. 250 mg of dried graphene 
oxide powders are then mixed in inert medium with 25 mL of 
dehydrated DMF. After the medium was inert, 2 mL of phenyl 
isocyanate was added to the system. It was then mixed in a 3 
hour ultrasonic mixer followed by 24 hours in a magnetic 
stirrer. The resulting solution was precipitated by 
centrifugation and washed again with DMF. The washed GO 
was stirred in DMF for 30 minutes. In this way, graphene 
oxide plates were prepared in DMF. The polystyrene pellets 
are then dissolved by stirring in DMF. The polystyrene 
solution is then mixed with graphene oxide in DMF for 15 
minutes. The precipitate is filtered off and washed several 
more times with ethanol. Poured onto a glass surface and dried 
under vacuum at 100 ° C [3].  

 

• Step 3.  Sulfonation of graphene oxide modified 

styrene oil or polystyrene 

The obtained product was kept in the 98% H2SO4 solution 
at 25 C for a period of time and the sulfonation was achieved 
and the cation exchange membrane was obtained. 

2.2 Membrane characterization 

Measurement of ion exchange capacity 

The ion exchange capacity in the membrane is a measure 
of proton conductivity. Additives are used to increase ion 
exchange capacity. The membranes are allowed to stand at a 
certain temperature in 50 ml of 0.1 N NaOH solution. During 
this time H + ions are replaced by Na + ions. The membranes 
are then removed from the NaOH solution and titrated with 
0.1 N HCl. The ion exchange capacity is calculated as follows. 

𝐼𝐸𝐶 =
(𝑀𝑁𝑎𝑂𝐻×𝑉𝑁𝑎𝑂𝐻×𝑇𝑠𝑁𝑎𝑂𝐻)−(𝑀𝐻𝐶𝑙×𝑉𝐻𝐶𝑙×𝑇𝑠𝐻𝐶𝑙)   

𝑚𝑚𝑒𝑚𝑏𝑟𝑎𝑛
 

     M: Molarity, V: Volume spent, Ts: Effect valence. 

 

 

 

Fig 2.3. Polystyrene graphene oxide formation method 

Fig.3.1 Ion Exchange capacity results                                    
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III. FINDINGS 

3.1 Ion Exchange capacity 

As can be seen from Figure 3.1, ion exchange capacity 
increased as sulphonation time increased according to the 
literature. The ion exchange capacity of the styrene oil was 
found to be higher than that of polystyrene. The reason for 
this is that the graphene oxide is better absorbed in the oil 
molecules and the styrene oil has a high ion exchange 
capacity due to the electrical properties of the graphene 
oxide.[4]. 

4.Result 

• As a result of experiments and characterization 
studies, styrened oil based samples were better 
than polystyrene based samples.  

• The best results were styrene oil, 5% graphene 
oxide and 24 hours sulfonation.  

• As a result of the optimum experiments, the ion 
exchange capacity was 7.58%.  

• According to the results of this cation exchange 
membrane produced by this study, styrened oil and 
graphene oxide were found to have a positive 
effect according to the literature(Ali, McCoy et al. 
2017).  

• It is seen that styrened oil is much better than 
polystyrene based membranes prepared for 
electrical properties that can be used in membrane 
production. 
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Abstract— In this study, A bipolar membrane electrodialysis 

process (BMED) was used to produce potassium hydroxide and 

hydrochloric acid from an aqueous salt solution consisted of 

potassium chloride. the effects of the initial potassium chloride 

concentration on the produced amount of hydrochloric and 

potasium hydroxide were investigated, The experiments were 

performed at  different initial concentrations : 60g/l, 90g/l, 

120g/l . The results shows that highest conversion obtained from 

initial salt concentrations was a 120 g/l with 82% conversion. 

The study shows that the initial salt concentration has a 

significant effect on the process. 

     Keywords—Electrodialysis, Bipolar Membrane, KOH, HCl, 

KCl 

I. INTRODUCTION 
Electrodialysis (ED) is an electro-membrane separation 
process in which cations and anions could be separated, 
concentrated and purified from the aqueous solution using the 
driving force of an electrical potential gradient [1]. 

Electrodiaiysis (ED) was invented in the early 1900s as a 
modification of the dialysis  process. Since the 1940s, 
electrodiaiysis has evolved into a membrane based separation 
process for separating electrolyte feed solution into a product 
and a residual feed solution using an electric field and ion 
exchange membranes[2].  

Potassium hydroxide - known as caustic potash, is a 
widely used industrial chemical.  About 700,000 to 800,000 
tons is produced annually which is used  as a strong base and 
can be purchased in both liquid and dry forms. .  It has 
universal applications in soaps and detergents, fertilizers, and 
industrial operations.  KOH is commonly used in the food 
industry due to its excellent detergent and strong 
antimicrobial properties.  KOH is classified as an alkaline 
cleaning agent. It is produced by the electrolysis of potassium 
chloride, using membrane or mercury cell technology where 
in aqueous KCI solution is electrolyzed between metal 
anodes and flowing mercury cathode. Cl2 is liberated at the 
anode. Potassium is discharged at the cathode forming 
potassium amalgam, which flows over to the decomposer 
where it reacts with water forming KOH solution and H2 gas. 
However, this process involves the hazardous pollutant, 
mercury. About 60-90 grams of mercury is lost per tonnc of 
caustic potash. As stringent pollution control regulations are 
stipulated, caustic potash industry world over is switching 
over to the modern membrane cell process. 

A bipolar membrane (BM) is a laminar functional 
composition of membrane that at least consists of a layer ion-
exchange structure composed of a cation selective membrane 
(with negative fixed charges) and an anion selective 
membrane (with positive fixed charges)[3]. The water 
splitting behavior of the bipolar membrane was studied first 
by Frilette 1956[4]. Particularly, electrodialysis with bipolar 
membrane (EDBM) technology, has acted as a new growth 
point in electrodialysis industries due to its superiority to 
conventional water electrolysis in the points [5]. 

 
The EDBM consists of a repeated unit BM-CEM-AEM-

BM. An electrolyte concentrate solution (MX) is introduced 
into the “feed compartment”, which is limited by the CEM 
and the AEM, and through direct current applied by the 
electrodes, water splitting is produced inside the BM. Protons 
(H+) formed are moved towards the cathode and hydroxyl 
ions (OH-) towards the anode. At the same time, due to the 
electric current, cations (M+) are moved towards the cathode 
(negative), crossing the cationic membranes, but not towards 
the anionic ones. Then, they are retained in the “basic 
compartment”, which is delimitated between the anionic 
permeable side of the BM and the CEM. Similarly, anions (X-

) are moved towards the anode (positive), crossing the anionic 
membranes but not towards the cationic ones. They are then 
retained in the “acid compartment”, which is delimitated by 
an AEM and the cationic permeable side of a BM. Finally, 
the products are formed: MOH (in the basic compartment) 
and HX (in the acid compartment). Also, there is a diluted salt 
solution stream in the feed compartment[6]. 
 

In this study, environmentally friendly BMED system 
was used to synthesize potassium hydroxide. The effects of 
initial salt concentration on acid-base conversion by the cell 
were also investigated. 

II. EXPERIMENTAL 
The chemicals used in the experiments were obtained 

from MERCK, including; HCl (hydrochloric acid 37%), KCl 
(Potassium chloride 99%), KOH (Potassium hydroxide 
85%), NaOH (Sodium Hydroxide 99%) phenolphthalein and 
methyl orange indicator.  membranes and spacers used in the 
Bipolar membrane electrodialysis system were carried out 
with PCCELL which was manufactured by PCCELL GMbH 
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Heusweiler, Germany. Used cell and spacer properties are 
shown in Tables 1 and 2. 

 
Table 1. Anion exchange and cation exchange membrane properties 

Membrane 
Type 

Transfer 
Number 
KCl (0.1 
/ 0.5 N) 
(a) Acid 
(0.7/3N) 

(b) 

Resistance 
(Ωcm2) 

Thick 
ness 
(μm) 

Ion 
Form 

As  
shipped 

Burst 
strength 
kg/cm2 

AEM >0.95  ~ 2 160-
200 Cl- 4 – 5 

CEM >0.95  ~ 2,5 160-
200 NH4+ 4 – 5 

 
 
Table 2. Elektrodialysis cell characteristics 

Cell type  ED 64 

Characteristics ED/EDBM 

Effective membrane Area cm2 64 

Membrane size 11x11 

Over cells mm 0,5 

Proses Length cm 8 

Nominal flow through/Cell L/h 8 

Membrane per unit max pcs 60 

Effective membrane Area/Unit 
max m2 0,38 

Anode Titanium, MMO 
coating 

Cathode Titanium, MMO 
Coating 

 
Experiments were carried out according to the following 
experimental scheme to examine the effect of the initial 
concentration of the KCl salt on acid and base Production. 
Table 3.Expreimental Plane 

Test 
 

İnitial Salt 
Conc 
(KCI g/L) 

Temperature 
(ºC) 

Current 
density 
(A/cm2) 

Flow 
rate 
(L/h) 

İnitial Acid 
and Base 
Conc (M) 

1 60 25 0.078125  15 0,25M 

2 90 25 0.078125 15 0,25M 

3 120 25 0.078125 15 0.25M 
 

The performance criteria for the bipolar membrane 
electrodialysis process was calculated as follows: 

 
1. Amount of acid and base produced / concentration: 

𝐶 =
𝑛𝑡

𝑉𝑡

(𝑚𝑜𝑙/𝑙) 

 
nt: Concentration of acid or base at time t, Vt: volume 

amount of acid or base at time t. 
 
 2. Conversion  

 
𝐶𝑡(mol/l): is the concentration of acid or base in sample 

compartment at time , 𝐶0(mol/l): is the  initial concentration 
of acid or base in sample compartment , 𝐶Top (mol/l): is the 
acid and base concentration to be obtained when the salt in 
the feed solution is completely converted into product . 

III. RESULTS AND DISCUSSION 
   In this study, production of potassium hydroxide and 

hydrochloric acid using KCl salt solution in a three-
compartment cell with anion exchange, cation exchange and 
special bipolar membrane type was examined. 

Figure 1 shows the graph of salt concentration versus time. 
In this Figure , it is seen that the salt conductivity in the salt 
tank for the salt concentration drops to approximately 1 mS / 
cm, that is, the majority of the ions are transferred from the 
membranes.  

 

In the experiments, the ions in the salt solution are all 
transferred, but the transferred ions did not completely 
converted to acids and bases. 

 Because when a co-ion transition occured, the base 
returned to salt and reduced the concentration and the 
conversion percentage. The same result was also observed at 
the acid tank.  

Table 4. Test Data 

Test 
No  

Acid 
concentration 

(mol/l) 

Base 
Concentration 

(mol/l) 

%Salt 
Conversion 

(Acid based) 

%Salt 
conversion 

/Base 
Based) 

1 0.84 0.85 75 77 
2 1.22 1.16 77 77 
3 1.62 1.52 82 82 

 
Figure 1. Experiments in different initial salt (KCL) concentrations. 
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Figure 2. Experiments in different initial salt (KOH)concentrations 
 

 
 Figure 3. Variation of acid (HCI) concentration at different initial salt 
concentrations against time. 
 
It has been observed that the concentrations of acid and base 
from Figures 2 and 3 have increased throughout the process. 
At the same time, increased initial salt concentration appears 
to have a positive effect on the products formed (Figure 4 
and 5). 
 
 

  
Figure 4. Variation of base-based salt conversion against time at different 
initial salt concentrations. 

  
Figure 5. Variation of base-based salt conversion against time at different 
initial salt concentrations.  

CONCLUSION 
In this study three-compartment electrodialysis cell with 

bipolar membranes consisting of anion-exchange, cation-
exchange and a special type of membrane with combination 
of them were used to develop an environmentally friendly 
process in which potassium hydroxide, hydrochloric acid and 
usable water will be produced from the potassium chloride 
solution and the factors affecting the performance of the 
production process was examined. It was planned and carried 
out as an alternative to mercury cell and membrane cell 
technologies. 

It was determined that both the amount of acid and base 
and the percentage of acid and base conversion increased as 
the initial salt concentration increased. This study shows that 



 

172 

the initial salt concentration has a significant effect on the 
process. 
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Abstract— In recent years, together with the growing 

population in developed and developing countries, the 

number of vehicles has also increased. This situation causes a 

serious problem for finding parking spaces especially in 

metropolitan cities such as Istanbul. Parking lots and garages 

have been built in various parts of the city to overcome this 

problem by local municipalities. These areas do not work at 

full capacity due to the poor management of parking areas. 

Smart parking management that is an application of 

intelligent transportation systems can solve this problem. 

Thanks to information and communication technology 

evolution, drivers can more efficiently use parking spaces 

with smart parking services. In this study, the application of 

smart parking systems in İstanbul city are examined and 

evaluated for the current situation. The main goal of the study 

with alternative solutions is to reduce the energy consumption 

and air pollution caused by the searching parking space in 

heavy traffic. 

Keywords—Intelligent transportation system, parking policies, 

traffic congestion 

I. INTRODUCTION  
 The world population is increasing day by day. 
According to the United Nations World Population 
Forecasts Report; the world population is 7.6 billion [1]. 
With increasing population, very crowded cities are consist. 
There are more than 12 million people in the 20 
metropolitian cities in the world. An example of these 20 
cities are located in Istanbul, Turkey [2]. Istanbul has nearly 
15 million people and the population density of Istanbul is 
2,892 people / km². In cities where population density is 
high, the number of vehicles per unit area is much higher. 
Istanbul has 4 million 91 thousand vehicles registered to 
traffic [3]. The fact that the number of vehicles is very high 
and this number increases day by day, this situation has 
made the studies about parking spaces compulsory. For this 
purpose, the company called ''Ispark'' which works in 
Istanbul Metropolitan Municipality has made parking 
spaces in various areas of the city. In recent years intelligent 
transport systems have also been integrated into parking 
lots. In this way, parking spaces use more efficiently; so 
time loss and material losses are prevented. 

Barhani and Ergün examined of the dimensions and 
types of car parking problem, it is recommended that 

various parking management policies be implemented.  In 
general, for Istanbul parking lot sharing, parking-apartment 
sales departure, strategies such as parking arrangements, 
financial incentives, application of parking fees, increasing 
parking fees based on taxation of parking fees and / or 
parking areas, and various combinations of these strategies 
have been proposed [4]. Yardım and Demir thought that 
intelligent transportation systems (ITS) are a collection of 
systems consisting of transport coordination centers, 
passengers, transport and transport network arrangements. 
In order to obtain the benefit and utility expected from ITS 
in the park management, is an important requirement. 
Nowadays, it is planned to use those system solutions that 
are best adapted to Istanbul. With these systems in 
connection with; mobile phones, credit cards, pre-paid and 
post-paid cards are on the agenda. About these systems; 
some solutions or studies are being carried out [5]. Şahin 
studies analyses the investor behaviors over past 
development activities of parking garages. It also examines 
the cost of high technology car parking systems and the 
profitability of these types of projects. He studies also 
covers the high technology parking garage costs and the 
discussion of how this costs can be reduced or what can be 
the alternative methods. He mentioned the early parking 
garages and the development theories. Actual development 
land is taken as a debate subject and development activities 
is tried to be explained over this land. Alternative parking 
garage models is also mentioned on this land according to 
the various feasibility studies. This study includes and 
discuss parking garage costs, car parking problems and the 
responsibilities of the government [6]. Another study 
mentioned on the importance of technological and 
automation applications in car park management and 
supervision in parallel with technological developments. 
This scope of work; to provide inadequate capacity by 
parking the necessary and appropriate places, to encourage 
off-road parking, to implement strategies to reduce parking 
demand, to minimize the negative effects of public 
transportation technological applications have been 
explored rather than focusing on known solutions such as 
making public transport attractive, promoting parks that 
support transfer centers, disseminating parking areas, and 
designing and arranging effective parks [7]. According to 
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Şimsek that transportation affects every human being in the 
course of his daily activities and it is difficult to conceive a 
situation where transportation does not play significant role 
in the life of any individual. Transportation helps to achieve 
the basic objectives of living in the city which is the 
functional efficiency of land uses, infrastructure, services 
and improvement in the quality of life. The urban 
transportation problems are as a result of the fast growth of 
the urban areas both in terms of population and area size. 
This study aims to determine the Park & Ride user profile 
in Turkey, identify the behavior patterns of the target 
audience, show the feasibility and benefits of Park& Ride 
system which is well known and practiced in the world. For 
this aim, questionnaires were realized in certain localities 
and Park & Ride areas in Istanbul [8]. In another study; the 
increase in the number of vehicles in the world is mentioned 
in terms of parking problems. As urbanization continues, 
the number of vehicles increases and parking problems 
increase. Well-managed car parks make it difficult to 
accommodate an increasing number of vehicles properly, so 
it is necessary to have an efficient and intelligent parking 
system. Smart parking systems provide great convenience 
to vehicle owners. In the work done, a website called "Park 
Easy" is available for use in the smartphone application; 
was created with a camera used as a sensor to take photos 
to show the occupancy rate of the car parks. The driver who 
requests to park the vehicle allocates the parking area, 
calculates the parking fee when the car parks. Smart Park 
Practice, "Park Easy" also provides access to all possible 
routes to park in any area of the city. Thanks to this work, it 
real-time predicts the correctness of the vehicle fullness and 
helps to recognize it correctly [9]. Doğru et al. examined 
parking problem in historic area of Istanbul, Turkey. The 
concept of park planning is important for urban planners to 
design park facilities. In the article, statistical analysis was 
performed to analyze the park behavior characteristics of 
each sub-area. Also, a selection model has been developed 
to achieve the important factors that influence the choice of 
park policies. In addition, different park management 
policies have been selected with sub-areas [10]. The 
purpose of another work in this area is to pay for parking 
lots, one of the major problems that big cities have 
experienced. It examines the alternative payment systems 
used in Istanbul to effectively provide value and parking 
services produced by using the Istanbul Card. In terms of 
Istanbul, more reliable methods of intelligent transport 
systems are mentioned. The results of the "Urban Park 
Alternative Payment Systems and the Use of Istanbul Card" 
questionnaire conducted within the scope of the study were 
also shared in the last part of the research. Within the scope 
of the questionnaire, comments of 100 drivers in Istanbul 
province were taken into consideration [11]. According to 
Kuşkapan et al. the car parks and existing car parks cannot 
be used at full capacity and the fact that the parking lots are 
not managed well has not solved this problem and caused 
the problem to grow. Intelligent Transportation Systems 
applications are becoming compulsory in order to solve the 
problems in transportation in the direction of science and 
technology developments. There are many studies on this 
subject in various regions of the world. Increasing and 
improving the work done is possible thanks to ITS. The 
areas of use of the system used for parking management in 

the study are discussed. These systems are mentioned in 
terms of their working methods and the benefits they 
provide in urban transportation [12].  

When the studies are examined, it is understood that 
smart parking systems are in the daily life very important. It 
has been mentioned that smart parking systems, in 
particular, have indispensable in metropolitan cities.  In this 
study, the methods applied by Ispark in the Istanbul 
Metropolitan Municipality are tackled. It is mentioned that 
the applied methods should be developed and applied to all 
parking lots. In addition, the convenience and benefits 
provided by smart parking systems are mentioned. 

II. MATERIALS AND METHODS 
 

There is a lot of work to be done in advance to make 
parking in a district. For example, parking demands are 
collected from people in that area and vehicle counts are 
made in that area. The most important factor is to determine 
the parking claim. While the parking lot request is observed, 
the areas where the shopping center, hospitals and work 
places are preferred. Along with all these, it is determined 
that the intended area for parking is suitable for zoning. If 
all conditions are met, build parking lot is possible. In the 
Fig. 1.  a map of the parking lot for Istanbul is given and it 
is seen that the intensity is increasing in the near side of the 
Istanbul Bosporus. 

 
Fig. 1. Car parking demand map in Istanbul [13]. 

     Due to the need for parking, Ispark was established by 
the Istanbul Metropolitan Municipality in 2005. In this 
study, the parking lots that made throughout the city were 
examined. The methods applied in these parking lots have 
been examined in detail. There are a total of 693 parking 
lots within the scope of Ispark in Istanbul Metropolitan 
Municipality as of year 2017. These car parking have 308 
outdoor parking, 318 indoor parking, 62 multi-storey car 
parks and 13 semiautomatic and mechanical lift car park 
systems. The parking areas are usually located near the 
coast, which is the area where the population and day-to-
day mobility are intense (Fig. 2.). As mentioned before, 
demand for parking is already concentrated in these 
regions. In other words, parking lots were built so that 
demand and supply could be adjusted. One of the reasons 
for the large number of car parks in these areas is the 
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presence of ferry piers, which are transfer points for 
maritime transport. 

 

 
Fig. 2. Istanbul current car parking area density map [14].                                                                                                                                                                          

 
    The fact that the number of parking lots is so high 
constitutes a necessity to work within a certain system. 
Ispark applies various methods for this purpose. Various 
methods have been applied especially thanks to the 
enlargement of intelligent transport systems and the 
developing technology. Another purpose of the 
construction of parking areas should be a transfer point of 
the parking area. These transfer points can be a transition 
point for a different transport. In addition, it may be a 
transit transportation area belonging to the highway. Many 
parking lots were built by Ispark for this purpose. In 
addition, there are many studies conducted in accordance 
with Park & Ride and Park & Bike (in other words Isbike) 
models which are applied in many regions around the 
world. 
Park & Bike and Park & Ride systems; 
 

• Decrease traffic congestion 
• Maintain air quality by reducing emission intensity 
• Alternative to expensive city center car parks 
• Reduces transportation costs and avoids economic 
losses 
• Protect the city center from negative effects of 
transport 
• In the city center passenger finds car parking for 
passenger cars 
• Provides protection of the urban environment 
• Reduces vehicle entry into the city center and supports 
pedestrian mobility in this area 
• Shorten the travel time 
• Reduce traffic intensity at peak hours 

 
       These park policies have many positive aspects, but 
they are not enough to solve all the problems. One of the 
things that needs to be implemented as a solution is the 
effective use of intelligent transport systems. Thanks to the 
developing technology, ITS produce different solutions. As 
days go by, new ideas emerge and over time these ideas are 
passed on. In many countries of the world new methods of 
smart parking systems are being implemented. For this 
reason, Ispark applies a great deal of studies related to 

intelligent transportation systems and contributes to the 
addition of innovations to these ideas. So, Ispark is a leader 
in intelligent parking systems in Turkey. 

 

III. RESULTS AND DISCUSSION 
     Smart parking systems is an application of intelligent 
transportation systems. This system gives to people 
convenience in many matters concerning parking lots in 
daily life. Smart parking systems, which are used to use 
parking spaces more efficiently, to prevent waste of time 
and to save fuel, are actively used in many parts of the 
world. The methods of intelligent parking systems vary 
according to the location and can only be appropriate there. 
The methods of this system may not be able to provide the 
same benefits wherever they are applied. Therefore, Ispark 
determines the methods of smart parking systems that are 
most suitable for its own structure and develops some of 
them. Some applications are not yet implemented and are 
in the development stage. Thanks to the efficient use of 
smart parking systems, parking management is done well.     
Parking management has various benefits. For instance; 

• Cost savings 
• Improved service quality 
• More flexible plant location and design 
• Revenue generation 
• Efficient land use 
 
• Demand management and rational growth 
• Reduced infrastructure management costs 
• Reduced water pollution and global warming impact 
• The creation of settlement centers. 

 
    In order to better understand the studies and deficiencies; 
it is necessary to examine and evaluate the methods of 
intelligent transportation systems in Istanbul. 
 

A. Mobile Application, Website and Navigasyon 

The smartphone application, which is prepared and 
uploaded in application markets, determines the parking 
lots nearest to the point where citizens are located and can 
easily reach the parking lot with navigation application. In 
addition, the capacity and price information of the parking 
lots and the occupancy rates are easily learned through the 
application. In addition, the Parking Information and 
Routing Signs located near the parking areas in the central 
points of the city allow drivers to easily access parking 
services and track occupancy information. 

B. Automatic Payment Systems 

Automatic payment points located in the parking lots 
and parking fees can be done with cash, credit card and 
Istanbul Card. Citizens can make parking payments 
quickly and easily. In addition, the easiness of payment 
with Istanbul Card The latest innovation that Ispark has 
brought into operation is the fast transit system which 
continues to work on infrastructure and pilot applications 
will be tried in the near future. 
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C. Fast and Safe Parking with Hand-Held Terminal 

Providing faster and safer service with multifunctional 
hand terminals, Ispark immediately monitors the entrance 
and exit rates of parking lots and instantly transfers data 

to the center. 

D. Easy Parking with Smart Tables 

Parking information and routing tables allow drivers to 
easily access parking services and track occupancy 
information. 

E. Inspection and Security Services 

All of the parking lots are connected to the center via 
Virtual Private Network (VPN) and Access Point Name 
(APN) infrastructure to provide safe and uninterrupted 
communication. In this respect, Ispark which serves 600 
locations throughout the city, can be easily managed from 
a single center. With various remote sensing devices, 
automatic / mobile inspection of the roadside parks and the 
personnel there can be done. In addition, indoor and 
outdoor parking, entrance and it is also possible to make 
real-time inspections with the cameras and sensors 
installed in the outputs. Especially in indoor, underground 
and above ground parking lots, electronic center fire alarm 
system is a system that should be apply. 

F. Applications for Increasing Capacity 

Particularly suitable road edges and to increase the 
capacity in outdoor parking; semi-automatic car parks and 
technological parking solutions that do not require lifts and 
valets that require valet can be used. Another solution used 
to increase capacity is automatic parking systems. These 
systems use vehicles computer controlled, electro-
mechanical limited by the transport of systems to the 
parking lots and the return enabling parking spaces in areas, 
increasing capacity and productivity software, mechanical, 
electronic and control systems integrated with parking 
facilities and parking management systems. 

G. Both the Park and Charge System 

In recent years the number of electric vehicles has 
increased considerably. Thanks to this system, vehicles are 
both parked and charged. 

H. Solar Powered Lighting 

In this system, environmentally friendly signposts that 
allow drivers to park their vehicles more conveniently and 
easily are stored with a special energy system that they 
receive from the sun during the day. After the dark weather, 
the illuminated signboards provide great convenience for 
drivers to find parking spaces and contribute to a cleaner 
environment. In addition, lighting of some parking lots is 
also provided by this method as a starting point. 

Apart from the systems that are applied on smart 
parking systems, there are also studies that have not yet 
been implemented. These studies are in the preliminary 
investigation stage and the applicability is tested. For 
example, work is being done on the appointment system for 
parking lots. The purpose of the appointment system is to 
locate the vehicle before taking it to the parking lot. So the 
search for a parking lot will be terminated. Another study 
is the vehicle parking meter system. This work is private 

portable parking meter and card. The portable parking 
meter is housed in the vehicle and provides the activation 
of a pre-paid smart parking card in the driver.  This device 
is positioned in the vehicle in such a way that the parking 
control element can be seen from the outside. For example, 
it's like hanging in a mirror console. After each parking, the 
charge is stored in the memory of the smart card. Apart 
from these, thanks to technological developments, many 
new studies can be taken into consideration when they are 
taken into consideration by Ispark and deemed appropriate. 

CONCLUSION 
The smart parking systems that are being implemented 

and continue to work by Ispark, which talked about in this 
study, provide important contributions to the solution 
process of Istanbul's many urban traffic problems. Parking 
management and supervision, supported by advanced 
technology, for sustainable urban transportation in Istanbul 
has become an inevitable necessity today. For this purpose, 
it is necessary to work with both private and public car 
parks. The performance of the system can be measured on a 
real-time, minute, hourly, daily, weekly, monthly and yearly 
basis; the quality index for parking lots should be 
identifiable. It should use controlled system by centralized 
real-time. It is completely open to information technology, 
it's an extensible system beside, if necessary manual, it 
should also allow operations. With all these improvements, 
efficient use of parking lots and working with smart parking 
systems will provide positive results in many directions. 
Because the technology focused parking lots; are 
facilitating mobility, supports the economy, increase 
customer satisfaction, contributes to ecology, simplifying 
management. 
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Abstract— Data Envelopment Analysis (DEA) is a linear 

programming-based technique that aims to measure the 

relative performance of decision-making units where 

inputs and outputs measured by multiple and different 

scales or having different measurement units make 

comparison difficult. This technique is widely used in 

areas such as banking, public, health, education, hotel, 

textile, agriculture. In this study, data envelope analysis 

technique was used to measure the efficiency of branches 

in a province by using data belonging to a company with 

7 branches operating in the service sector. Afterwards, 

solution suggestions were made in order to enable 

ineffective branches to become effective. 

Keywords— data envelopment analysıs, linear programming, 

mathematical modeling  

I. INTRODUCTION  
The determination of the performance of the companies is 

very important for the company management and investors. 
However, it is not possible to measure with a single criterion 
the performance of firms. Companies have different functions 
and objectives that have different input-output combinations. 

Performance is a broad concept that includes dimensions 
such as efficiency, effectiveness and productivity. 
Effectiveness is a performance dimension that determines the 
extent to which companies achieve the objectives as a result 
of their activities. Efficiency shows the extent to which actual 
performance is closer to standard performance compared to 
actual performance and standard performance 
(predetermined). In technical terms, efficiency is defined as 
"the ratio between the amount of goods and services produced 
and the inputs used in the production of this quantity of goods 
and services". The concepts of productivity and efficiency are 
often used synonymously. Productivity emphasizes a more 
technical situation. It can also be expressed as obtaining the 
most output (gain) with minimum resource (cost). 

 Data Envelopment Analysis (DEA), which is an efficiency 
measurement technique, is a mathematical programming 
based technique used to measure the relative efficiency of 
organizational units with multiple inputs / outputs, doing 
similar jobs.  

In this study, the relative efficiency of the branches of a 
firm was measured by using Data Envelopment Analysis 
(DEA). General solution suggestions are presented according 
to the results of the analysis. In addition, the target values and 
the potential improvement rates were calculated to enable 
ineffective branches of firm to become effective. 

II. DATA ENVELOPMENT ANALYSIS 
Data Envelopment Analysis (DEA) is a relatively new “data 
oriented” approach for evaluating the performance of a set of 
peer entities called Decision Making Units (DMUs) which 
convert multiple inputs into multiple outputs [13]. 

 Data envelopment analysis, as a nonparametric 
method was first proposed by Charnes et al. (1978).  
It can be used to evaluate the relative efficiency of a 
set of homogeneous decision-making units.  

 In addition, it does not require a specific form of the 
production function and is especially suitable for 
multi-input and multi-output scenarios. 

 For the effectiveness in identifying the best-practice 
frontier and ranking the DMUs of DEA method, it 
has been popularly used in benchmarking and 
efficiency evaluation of schools, hospitals, bank 
branches and so on [8]. 
 

Table I shows the literatür survey about DEA. 
 

Table I. The literature survey 

Type of Problem Author/s  Year of 

Publication 
Tennis Courts Lewin 1982 

Banking Gold et. al. 1982,1983,1985 
Hospitals Bedard et.al. 1985, 1983, 1984 

Sydney Olympic Games Villa, Lozano 2002 

Water and Sewerage Services Marques, 
Monteiro 2004 

Electrical Productivity 
Benchmarking Lavado 2004 

Productivity in Graduate 
Programs Mello et.al. 2006 

Insurance Companies Yang 2005 
Thermoelectric Power Plants Barros, Peypoch 2008 

Hotels in Africa Barros, Dieke 2008 
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Environmental Efficiency in 
China Bian, Yang 2009 

Railway Station Mahojeri, Amin 2010 
Supply Chain Chen, Yan 2011 

Public Transport Caulfield et.al. 2013 
Human Resource Controlling Monika et.al. 2015 

Energy Efficiency in Turkey Çayır Ervural 
et.al. 2016 

Intermodal Freight Transport 
Terminals  Cavone et.al. 2017 

Banking Henriques et.al. 2018 
 

Figure 1 presents the steps of DEA. 

 
Fig 1. The Steps of DEA 

 
Figure 2 presents the mathematical models of DEA; 
 

 
 

Fig 2.  The Mathematical Models of DEA 

The CCR Model is based on constant returns to scale 
while BCC Model is based on variable returns to scale. The 
CCR and BCC Models were used to calculated technical 
efficiency (TE) and poor technical efficiency (PTE).  

 
Scale efficiency computes the variation of efficiency 

scores between CCR and BCC Model and calculated as the 
ratio of TE to PTE. Generally, the TE always lower than PTE, 
the value of TE and PTE varies between zero and one; where 
a value of one indicates the DMU is highly efficient. The 
values lower than one implies that the DMU is inefficient 
[20].  

 
Model selection; 
 

 Why we are using CCR Model? 

In the literature, CCR Model is used predominantly 
to measure the efficiency of firms in DEA 
applications. 

 
 Why we are using Input- oriented? 

Since there is little control over the outputs, an 
input-oriented model has been used in DEA. 

 
Input-oriented CCR: Input orientation is defined as the 
examination of changes in input quantities by keeping output 
amounts constant. The general of CCR is presented as 
follows:  

 
 

 
Where; 
 
yrj: the rth output of DMUj 
xij: the ith input of DMUj 
λj: the model variables. 
si

-: the value of slack for the ith input 
sr

+: the value of slack for the rth outinputs 
θ0

*: the efficiency in input orient. (0≤ θ0≤1) 
ε : a very small number. 
If both of the following conditions are met, DMU is efficieny. 

1. θ0
* = 1.0 

2. All slack variables (si
-, sr

+). are zero. 
 

III. APPLICATION 
 
 The selected company has seven branches in the pilot 
region. Figure 3 presents  the products sold: 

 
Fig 3.  The Mathematical Models of DEA 

In order to measure the effectiveness of company 
branches, input-oriented CCR Model is used. The inputs and 
outputs for the application are as follows: 

Inputs:Rent, electricity, water, telephone-ADSL, salary-
insurance, the number of personnel, transportation and labor 
cost. 

Outputs: Endorsement, the number of incoming 
customers. Table II shows the information of company. That 
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information is obtained from the company representative. For 
example rent of A branch is 1200.  

 
Table II. The Information Of Company 

Branches/ 

Constrained 
A B C D E F G 

Rent 1200 6000 5000 4000 2000 5000 2000 

Electricity, 

Water, 

Telephone-

ADSL 

400 1200 1000 800 650 1000 350 

Salary-

insurance 2860 12390 9530 953 2859 2224 1906 

The number of 

personnel 3 13 10 1 3 8 2 

Transportation 

and labor cost. 4800 14400 14000 12000 4800 12000 10000 

The number of 

incoming 

customers 
100 250 100 200 100 100 100 

Endorsement 30000 90000 80000 75000 30000 75000 70000 

 
A model has been established for each branch to measure 
their efficiency. The model of A is presented as follows:  

 

MODELS 

For A Branch; 

Min h0 = θ0 – ε(s1
- + s2

- + s3
- + s4

-+ s5
-+ s6

++ s7
+) 

Rent: 1200θ0 - 1200λ1 - 6000λ2 - 5000λ3 - 4000λ4 - 2000λ5 
- 5000λ6 - 2000λ7 - s1

- = 0 

Electricity, water, telephone-adsl: 400θ0 - 400λ1 - 
1200λ2 - 1000λ3 - 800λ4 - 650λ5 - 1000λ6 - 350λ7- s2

- = 0 

Salary-insurance : 2860θ0 - 2860λ1 - 12390λ2 - 9530λ3 - 
953λ4 - 2859λ5 - 2224λ6 - 1906λ7 - s3

- =0 

The number of personnel: 3θ0 - 3λ1 - 13λ2 - 10λ3 - 1λ4 - 
3λ5 - 8λ6 - 2λ7 – s4

- = 0 

Transportation and labor cost: 4800θ0 - 4800λ1 - 
14400λ2 - 14000λ3 - 12000λ4 - 4800λ5 - 12000λ6 - 10000λ7 
– s5

- = 0 

The number of incoming customers : 100λ1 + 250λ2 + 
100λ3 + 200λ4 + 100λ5 + 100λ6 + 100λ7 – s6

+ = 100 

Endorsement: 30000λ1 + 90000λ2 + 80000λ3 + 75000λ4 
+ 30000λ5 + 75000λ6 + 70000λ7 – s7

+ = 30000 

s1
-, s2

-, s3
-, s4

-, s5
-, s6

+, s7
+, λj ≥ 0,   j = 1,2,….,7

  

Lingo 17.0 package program is used in model solution. Table 
III present the results of. If  θ=1, brances are efficiency. Table 
IV shows the dual results of models. These values are used to 
enable ineffective branches of firm to become effective. 

 

 

Table III. The Results Of Lingo 

BRANCHES 

/Constrained 
Variables İn Optimal 

Solution ᶿ Efficient? 

A λ1 =1 1.00 yes 

B 
λ1 =1.4 λ5 = 0.73 λ7 

=0.37  s1'=1932.5 

s3' =5211.288   s4' =5.47 
0.96 no 

C 

λ7 =1.14  s1' =1795.92  s2' 
=416.33 

s3' =5601.31  s4' =5.78  
s6' =14.29 

0.82 no 

D λ4 =1 1.00 yes 

E λ5 =1 1.00 yes 

F 
λ4 =0.42509  λ7 =1.02 s1' 

=22.65  s2' =504.34  s4' =5.085 
s6’=11.09 

0.89 no 

G λ7 =1 1.00 yes 

 
Table IV. The Dual Results Of Lingo 

BRANCHES/ 

Constrained B C F 

Rent 0.00 1795.92 2265.25 

Electricity, Water, 
Telephone-ADSL 0.00 416.33 504.35 

Salary-insurance 5211.29 5601.31 0.00 

The number of 
personnel 0.00 0.00 0.00 

Transportation and 
labor cost. 5.47 5,88 5,09 

The number of 
incoming customers 0.00 0.00 0.00 

Endorsement 0.00 14.29 11.09 

 
Table V shows the dual results of lingo and the general 
solution suggestion. For example an improvement of %35 is 
required fort he rent of branch.  
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Table V. The Dual Results Of Lingo And The General Solution Suggestion 
  

Branches İnputs/outputs Variables Actual CCR Skor Planned Improvement 
B

 

In
pu

t 

Rent 6000 

0.96 

6000 0,00% 
Electricity, Water, 

Telephone 1200 1200 0,00% 

salary-insurance 12390 7178.71 42,10% 

transportation and 
labor cost. 14400 14394,53 0,04% 

The number of 
personnel 13 13 0,00% 

O
ut

pu
t 

Endorsement 
 90000 90000 0,00% 

The number of 
incoming customers 250 250 0,00% 

C
 

In
pu

t 
 

Rent 5000 

0.82 

3204,08 35,92% 
Electricity, Water, 

Telephone 1000 583,67 41,63% 

salary-insurance 9530 3928,69 58,78% 

transportation and 
labor cost. 14000 13994,12 0,04% 

The number of 
personnel 10 10 0,00% 

O
ut

pu
t 

 

Endorsement 80000 79985,71 0,02% 

The number of 
incoming customers 100 100 0,00% 

F
 

In
pu

t 

Rent 5000 

0.89 

2734,75 45% 
Electricity, Water, 

Telephone 1000 495,65 50,44% 

salary-insurance 2224 2224 0,00% 

transportation and 
labor cost. 12000 11994,91 0,04% 

The number of 
personnel 8 

8 0,00% 

O
ut

pu
t 

 

Endorsement 75000 
75000 0,00% 

The number of 
incoming customers 200 188,91 5,54% 

 
 

The general solutions offered are as follows: 
 Training of staff 
 Advertising 
 Change of price policy 
 Promotion and campaign 
 Moving to a new place 
 Purchase of the store 

 

IV. CONCLUSION  
In this study, input and output variables of the firm are 

determined, and then the steps of DEA were carried out as 
described in Section 2. According to analysis; B, C and F 
branches were found to be ineffective. The solutions are 
suggested for ineffective branches to become effective.  

In this study, CCR model was applied to 
determine effecieny of braches of company. 

  
The future studies can be applied both CCR and 

BCC models to compare in order to be tested validity 
of results.  In additionally, DEA can be  applied  
companies which are in the different sectors.  
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Routing problems are divided into two classes as node and arc 

routing problems. The node is involved in the routing of the node 

of a network under a variety of constraints, while in the 

differential routing problems network distances are taken into 

account. In the literature, there are many publications related to 

node routing problems but there are a limited number of 

publications related to the arc routing. The aim of the arc routing 

problem is to have the shortest tour / tours at least once in all the 

ways in a given network. Problem of arc routing; It can be used in 

many areas such as distribution of letters, collection of garbage, 

combating snow and ice on streets and highways, street cleaning 

activities, scheduling of school services and police patrol vehicles, 

water and newspaper distribution and determination of effective 

website usability. Arc routing problems are examined in three 

parts based on the non-directed, directed and mixed aspects of the 

network. In this study, a network with all aspects is considered and 

a heuristic solution approach to this problem is presented. The 

mathematical model of the problem was firstly created and the 

optimal results were obtained for the test problems. However, in 

addition to optimal results in routing problems, it is of great 

importance to obtain the solution quickly. For this reason, a 

solution was sought with the nearest neighbor search heuristic, 

which does not guarantee the optimal solution to the problem 

addressed, but offers faster solutions and is frequently used in the 

literature, especially in routing problems. The mathematical 

model is run in GAMS version 24.2.3 using the Cplex 12.6.0.0 

solver and the heuristic is coded in Matlab 2016a. Both solution 

approaches were tested with different size test problems and the 

best results and CPU times were reported. According to the results, 

the heuristic approach achieved optimal results in small sized 

problems and in the case of large-scale problems, it was found that 

the results were near-optimal. 

Keywords— Arc routing, directed network mathematical 

model, heuristic approach 
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Abstract—An adequate grasp of the teleconnection between 

the oceanic basins and rainfall fluctuations over a specific region 

is essential for water related-disasters mitigation and an 

efficient water resources management. In this study, the 

influence of El Niño3 sea surface temperature (SST) index on 

the rainfall variability over Niger is modelled at an interannual 

to multidecadal timescales by applying a combined wavelet 

transform and mutual information. The accumulated rainfall 

amounts of July to September (JAS) at Niamey-Aero and Zinder 

climate stations, which have the longest rainfall records in the 

country (from 1905 to 2016), were used as the response 

variables, whereas El Niño3 SST index was used as the 

explanatory variable. A cross-wavelet analysis and mutual 

information-based correlation analyses were first performed 

using the original series of the JAS rainfall and the Niño3 Index. 

The analyses were then repeated using the approximation and 

detail coefficients of the variables obtained through a discrete 

wavelet transform (DWT). Results revealed that El Niño3 had 

significantly contributed to the JAS rainfall’s decrease during 

the Sahelian prolonged drought from the early 1960s to the late 

1980s. The negative impact of El Niño3 on the JAS rainfall 

occurred at a timescale varying between 4 years and 7 years at 

Zinder station and 11 to 15 years at Niamey-Aero station. After 

the year 2000, the analyses revealed that the link between El 

Niño3 and the JAS rainfall patterns has become insignificant. 

Therefore, after the year 2000, the use of El Niño3 as rainfall 

predictor in forecast models over Niger may appear 

inappropriate.  

Keywords—Mutual Information, Niño3, Sahel, 

Teleconnection, Wavelet Transform 

I. INTRODUCTION 
The rainfall patterns over the West African Sahel are 

characterized by a strong spatiotemporal variability. On an 
inter-seasonal timescale, rainfalls over this region are 
controlled by three principal processes: A South-North flow 
of moist air associated with the onset of the West African 
Monsoon (WAM), the seasonal movement of the Inter-
Tropical Convergence Zone (ITCZ), and a dry wind (known 
as Harmattan) from the Sahara Desert. Precipitations in this 
region are also known to be highly sensitive to climate change 
and global warming [1].  

From the early 1960s to the late 1980s, the Sahel countries 
have experienced a devastating and unprecedented drought 
that corresponded to an abrupt change in the rainfall series. In 
this period, the rainfall deficit was about 180-200 mm per year 
in comparison to the preceding decade [2]. This is significant 
for a region where annual precipitations amounts are about 
600-800 mm. The decrease in the rainfall amount and the 
consequent drought are among the most undeniable and major 
climate changes witnessed by climate experts [3]. The 
magnitude of the resulting socio-economic consequences has 

prompted researchers [4-7] to investigate the teleconnection 
between Sahelian rainfall variabilities and the remote oceanic-
atmospheric activities.  

Folland, Palmer [6] have shown for the first time that 
rainfall pattern in the Sahel region is linked to the global SST 
anomalies from an inter-annual to decadal time scale with the 
emphasis of a possible role of the El Niño events on the 
Sahelian wet and dry conditions. Ward [8]  found a significant 
correlation between the Atlantic SST and Sahelian rainfall 
series during the wet years of the 1950s and the dry periods of 
the 1970s and 1980s. Moreover, after investigating the 
seasonality between African rainfall and the El Niño Southern 
Oscillation (ENSO), Camberlin, Janicot [9] found a strong 
correlation between the two phenomena during July-
September. They further defined the impact of El Niño 
Southern Oscillation (ENSO) as a phenomenon that tend to 
increase North Easterlies by reducing monsoon flow and 
consequently enhance dry conditions over West Africa near 
the surface position of the ITCZ in July-September. Giannini, 
Saravanan [1] attributed the Sahelian persisting drying to 
warmer-than-normal low-latitude waters around the African 
continent, concluding that positive trend in the Equatorial 
Indian Ocean SSTs between East Africa and Indonesia is the 
probable cause of the Sahelian drought. Mohino, Janicot [10] 
found that rainfalls over West Africa were statistically 
interconnected to the long-term warming of SSTs. They 
further conclude that the global warming and the inter-decadal 
Pacific Oscillation are responsible of rainfall shortage over the 
Sahel while a positive Atlantic Multi-Decadal Oscillation 
(AMO) increases rainfall. 

Most of the previous studies used conventional statistical 
methods such as linear correlation analysis or numerical 
weather models such as the GCMs. However, the inevitable 
presence of noise and serial correlation in hydroclimatic data 
make difficult the use of conventional statistical methods for 
parameters modelling. On the other hand, numerical models 
require the use of advanced technologies (weather satellite, 
radar networks and super computers) that are not always 
accessible to researchers of developing countries. 

Nowadays, one of the most efficient tools in time series 
analysis and signal processing is wavelet transform (WT). WT 
was theoretically proposed by Grossmann and Morlet [11], 
and can perform discontinuity detection, long-term evolution 
detection and identification of pure frequencies in time series.  
The main purpose behind the use of WT is the achievement of 
a comprehensive representation of the localized and 
temporary phenomena happening in a signal at different time 
scale [12-14]. It has been successfully used in hydro-climatic 
time series modelling [15, 16]. 
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Additionally, mutual information is a method that can 
model the interdependence between two variables regardless 
to the nature of their relationship [17]. It has a wide application 
in the field of hydroclimatology [18, 19].   

Currently, the link between El Niño effect and Sahelian 
rainfall pattern has not been investigated in terms of El Niño 
regions, temporal variability and its evolution over different 
periods at a station scale. In a climate change context, a clear 
picture of the teleconnection between rainfall variability over 
Niger and the El Niño3 phenomenon, which is one of the 
ENSO regions, can help decision-makers and water users to 
take sustainable actions for drought and flood preparedness 
and mitigation. 

The objective of this paper is to investigate the relationship 
between seasonal rainfall variability over Niger and the El 
Niño3 SST index using a conjunction of DWT, cross-wavelet 
analysis and Mutual information. A cross-wavelet and a 
mutual information based-correlation analyses were first 
performed using the original series of the JAS rainfall series 
and the El Niño3 index. The analyses were then repeated using 
the approximation and detail coefficients of the variables 
obtained through a DWT decomposition. 

II. MATERIALS AND METHODS 

A. Study Area and Data 

Niger is a landlocked country in the West Africa located 
between the longitudes 00° 10’ 00’’ East and 16° 00’ 00’’ 
East, and the latitudes 11° 41’ 00’’ North and 23° 31’ 00’’ 
North. It covers an area of 1 266 000 km2 of which 500 000 
km2 are deserts. The population is estimated to 18.5 millions 
of inhabitants, having one of the highest population growth 
rate of the world with 3.9% per year [20]. About the 75% of 
the population lives in rural area and their income is based on 
rain-fed agriculture and livestock raising. The low pace of 
growth, inflation and the external and internal imbalances that 
characterize the economy and recurrent droughts severely 
affect people's standard of living. 

From a climate perspective, the country is divided into 
four principal zones (Fig. 1). The Northern part is 
characterized by the hyper dry Sahara climate. The central-
south is semi-arid with a Sahara-Sahelian climate, the South 
is typically Sahelian and a small portion of the Southern-West 
is dominated by the humid Soudanian climate. Rainfall are 
season-dependent and are linked to the movement of the 
ITCZ. Therefore, the rainfall amount increases from North to 
South about 150 to 850 mm, whereas the annual average 
temperature increases from South to North between 9 °C and 
45 °C depending on the season. The rainy season is short (4 
months) and 80% of the rain is recorded in July-September. 
The river Niger is the only permanent watercourse of the 
country. The hydrographic network is characterized by an 
important network of watersheds and several seasonal 
watercourses.  

Rainfall in the country are recorded with a network of 
climate stations and rain gauges monitored by the national 
meteorological office [21]. Also, institutions such as the 
Permanent Interstates Committee for Drought Control in the 
Sahel (Comité Inter-Etats de Lutte contre la Sécheresse au 

Sahel, CILSS) possesses their own rain gauges over the 
country. 

 
Figure 1. Niger country map and location of the climate stations 

The climate stations of Niamey-Aero and Zinder (Fig. 1) 
are chosen in this study as they possess the longest rainfall 
record over the country, since 1905. 

The Pacific Ocean basin is the world largest and deepest 
oceanic basin. Variations in the physical parameters of this 
basin has significant influence on global and regional climate 
of many areas of the world. The El Niño phenomenon is 
defined as an increase in the sea surface temperature (SST) of 
the tropical Pacific Ocean, from the International Dateline to 
the west coast of South America, generating changes in the 
local and regional ecology. To simplify data sampling of 
SSTs, the El Niño phenomenon has been divided into five 
regions which are the El Niño1, Niño2, Niño3, Niño4, and 
Niño3.4 (Fig. 2).  Niño1 is the area defined by 80º-90ºW and 
5º-10ºS, Niño2 is delineated by the longitudes 80º-90ºW and 
latitudes 0º-5ºS, Niño3 is between 90º-150ºW and 5ºN-
5ºS, Niño4 is the area between 150ºW-160ºE and 5ºN-5ºS 
and Niño3.4 happens between 120Wº-170ºW and 5ºN-5ºS 
[22]. 

The Niño3 series used in this study were download from 
the National Oceanic and Atmospheric Administration [23]. 

 
Figure 2. El Niño regions - source National Centre for Environmental 
Information 
(https://www.ncdc.noaa.gov/teleconnections/enso/indicators/sst.php) 

B. Discrete Wavelet Transform 

Discrete wavelet transform (DWT) is a tool that can 
decompose and reconstruct signal (or time series) in wavelet 
coefficients at different time scale. DWT eliminates redundant 
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information in the wavelet coefficients for detecting the true 
processes contained in the signal [24]. The decomposition is 
carried out throughout an iterative process using a series of 
low-pass and high-pass filters at different levels (Fig. 3). The 
form of the wavelet coefficients 𝑊𝛹(𝑎, 𝑏) with dilation step 
of 2 and location variable of 1 is given as follows: 

𝑊𝛹(𝑎, 𝑏) =  
1

(2)
𝑎
2

∑ 𝑋𝑡

𝑁−1

𝑡=0

𝛹 (
𝑡

2𝑎
− 𝑏)                     (1) 

In this equation, Ψ stands for the mother wavelet; a and b 
are integers representing the amount of dilation (scale factor) 
and translation of the wavelet, respectively; Xt is the time 
series; and, t is the discrete time.  

The rainfall amount of July-September at Niamey-Aero 
and Zinder stations as well as the El Niño3 series were 
decomposed into approximation and detail coefficients at 
different levels using different types of wavelet families 
(Daubechies, Haar, Morlet, Symlets and others). 

A first step of the decomposition process produces two 
sets of coefficients from the original series (S): approximation 
coefficients (A1) and detail coefficients (D1) having the same 
length with the original series. These coefficients are obtained 
by convolving S with the low-pass filter for A1, and with the 
high-pass filter for D1, followed by dyadic downsampling. In 
the next step, the A1 are split in two part following the same 
scheme in step 1 by replacing S by A1 and producing A2 and 
D2. The same process is repeated until the desired 
decomposition level is reached (Fig. 3). The decomposition 
was carried out in MATLAB_R2016b. 

C. Cross-wavelet analysis 

In general, the wavelet cross spectrum of two time series 
X and Y having their wavelet transform 𝑊𝑛

𝑋(𝑠) and 𝑊𝑛
𝑌(𝑠), 

respectively, is defined as [25]: 

𝑾𝒏
𝑿𝒀(𝒔) = 𝑾𝒏

𝑿(𝒔)𝑾𝒏
𝒀∗

(𝒔)                 (𝟐) 

In this Equation,  𝑊𝑛
𝑌∗

(𝑠)  is the complex conjugate of 
𝑊𝑛

𝑌(𝑠).   

The cross-wavelet power is the absolute value of the 
wavelet cross spectrum|𝑊𝑛

𝑋𝑌(𝑠)|. The theoretical distribution 

of the cross-wavelet power with background power 𝑃𝑘
𝑋  and 

𝑃𝑘
𝑌 is defined as [25]:  

𝑫(
|𝑾𝒏

𝑿(𝒔)𝑾𝒏
𝒀∗

(𝒔)|

𝝈𝑿𝝈𝒀

< 𝒑) =
𝒁𝝂(𝒑)

𝝂
√𝑷𝒌

𝑿𝑷𝒌 
𝒀                     (𝟑) 

In equation 3, 𝑍𝜈(𝑝)  is the confidence level associated 
with a probability p; 𝜎𝑋 and 𝜎𝑌 are the standard deviation of 
the series X and Y; and 𝜐 is the degree of freedom. For 𝜐 = 1  
(real wavelets) Z1 (95%) = 2.182, while for 𝜐 = 2  (complex 
wavelets) Z2 (95%) = 3.999. 

D. Mutual information 

Mutual information (MI) estimates the relationship 
between two random variables X and Y. It measures the 
information shared by X and Y through the similarity between 
their joint probability p(x, y) and the product of their marginal 
probabilities p(x) and p(y). MI is mathematically expressed as 
[18]: 

𝐼(𝑋; 𝑌) = ∬𝑝(𝑥𝑖 , 𝑦𝑖)𝑙𝑛 [
𝑝(𝑥𝑖, 𝑦𝑖)

𝑝(𝑥𝑖)𝑝(𝑦𝑖)
] dxdy          (4)        

In this equation,  (𝑥𝑖, 𝑦𝑖) is the i-th bivariate sample data 
pair; N is the sample size, 𝑝(𝑥𝑖, 𝑦𝑖) is the joint probability 
mass function of X and Y; and 𝑓𝑋(𝑥𝑖)  and 𝑓𝑌(𝑦𝑖)  are their 
marginal probability mass functions, respectively. The ln 
represents the natural logarithm. 

The MI can only have a value greater or equal to zero,  

since 𝑝(𝑥𝑖, 𝑦𝑖) is greater than 𝑝(𝑥𝑖)𝑝(𝑦𝑖). An I(X; Y) equal to 
zero occurs when 𝑝𝑋𝑌(𝑥, 𝑦) =  𝑝𝑋(𝑥)𝑝𝑌(𝑦); in such a case, 

X and Y are two independent variables. The MI of two 
dependent variables is greater than zero. 

The MI of two discrete variables can be approximated 
using the probability density functions (PDFs) as follows: 

𝐼(𝑋; 𝑌) ≈
1

𝑁
∑ 𝑙 𝑛 [

𝑓𝑋,𝑌(𝑥𝑖, 𝑦𝑖)

𝑓𝑋(𝑥𝑖)𝑓𝑌(𝑦𝑖)
]                        (5)

𝑁

𝑖=1

 

The MI analysis was carried out using the Kernel density 
estimator for the density approximation. The analysis was 
performed by considering the period 1905-2016 and the three 
different episodes of the Sahelian climatology, mainly the 
pre-drought (1905-1960), the drought (1961-1989) and the 
post-drought (1990-2016) periods. 

Seasonal rainfall series 

D1 

A1 

D2 

A2 

Dn 

An 

Low-pass 

Low-pass 

Low-pass 

High-pass 

High-pass 

High-pass 

Figure 2. Iterative decomposition process of DWT for the rainfall series 
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III. RESULTS 

A. Discrete Wavelet Transform 

The DWT analysis was performed using different 
wavelet families at different decomposition levels. The 
approximation and details coefficients that have the highest 
correlation with the original series were retained for the 
cross-wavelet and MI analyses. Hence, the Morlet wavelet at 
one level  decomposition resulted the most suitable wavelet 
family and decomposition level, respectively. The DWT 
coefficients of the rainfall series are shown in  Fig. 3 and Fig. 
4 at each station. 

 

Figure 4. DWT coefficients of the JAS Rainfall at Niamey-Aero Station 
 

 
Figure 5. DWT coefficients of the JAS Rainfall at Zinder Station 

B. Cross-Wavelet and mutual information analyses  

The cross-wavelet spectrums of the JAS rainfall amount 
at Niamey-Aero station and the El Niño3 SST index lagged 
from 1 to lag 6-month respect to the JAS rainfall are 
presented in Fig. 6(a) to Fig. 6(f). The results of the same 
analysis are shown in the Fig. 7(a) to Fig. 7(f) at Zinder 
station. The cross-wavelet analysis using the approximation 

and details coefficients are presented in Fig. 8 and Fig. 9 at 
each station. 

In these figures, the thick contour represents the 1% 
significance level against red noise and the arrows inside this 
thick contour indicate the phase oscillation. The cone of 
influence is delineated with white colour. 

 
The computed MI between the original rainfall series and 

the Niño3 index are exhibited in Table 3, whereas the MI 
calculated from the approximation coefficients are shown in 
Table 4 for the period 1905-2016, and in Table 5, Table 6 and 
Table 7 for the periods 1905-1960, 1961-1989, 1990-2016, 
respectively. 
 
 
 

 

 

  Fig. 6 (b) 

 
  Fig. 6 (a) 
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  Fig. 6 (d) 
   

 
  Fig. 6 (e)   
 

 
  Fig. 6 (c) 
   

 
  Fig. 6 (f) 
   

Figure 3. Cross-wavelet spectrum Between Seasonal rainfall of Niamey 
and El Niño3 

 
  Fig. 7 (b) 
   

 
  Fig. 7 (a) 
 

 
  Fig. 7 (d) 
   

 
  Fig. 7 (c) 
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Fig. 7 (e) 

 
Fig. 7 (e) 

Figure 7. Cross-wavelet spectrum Between Seasonal rainfall of 

 
Fig. 8 (a) Cross wavelet power spectrum of the approximation 
coefficients at Niamey-Aero station 

 
Fig. 8 (b) Cross wavelet power spectrum of the detail coefficients at 
Niamey-Aero station 

 

 
Fig. 9 (a) Cross wavelet power spectrum of the approximation 
coefficients at Zinder station 

 
Fig. 9 (b) Cross wavelet power spectrum of the detail coefficients at 
Zinder station 

 

 
Table 1. MI of the original series 

Climate Station Mutual Information: I(Niño3; JAS) 
(nats) (bits) 

Niamey-Aero 0.043 0.062 
Zinder 0.034 0.049 

 
 
Table 2. MI during 1905-2016 of the approximation coefficients 

Climate Station 
Mutual Information: 

I(Niño3; JAS) 
(nats) (bits) 

Niamey-Aero 0.269 0.387 
Zinder 0.110 0.158 

 
 

Table 3. MI during the pre-drought (1905-1960) period of the approximation 
coefficients 

Climate Station Mutual Information: I(Niño3; JAS) 
(nats) (bits) 

Niamey-Aero 0.031 0.045 
Zinder 0.018 0.026 

 
 

Table 4. MI during drought period (1961-1989) of the approximation 
coefficients 

Climate Station Mutual Information: I(Niño3; JAS) 
(nats) (bits) 

Niamey-Aero 0.37 0.533 
Zinder 0.206 0.297 

 
 

Table 5. MI during drought post-period (1990-2016) of the approximation 
coefficients 

Climate Station 
Mutual Information: I(Niño3; JAS) 

(nats) (bits) 
Niamey-Aero 0.003 0.004 

Zinder 0.002 0.003 
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IV. DISCUSSIONS 

In this study, the influence of El Niño3 SST index on the 
seasonal rainfall variability at two climate stations of Niger 
was investigated. From the cross-wavelet analysis using the 
original series, the El Niño3 index of Jun has the most 
significant influence on the JAS rainfall series at the two 
station. As it can be seen in Fig. 6(f), between approximately 
1950 and 1960, a significant common power existed between 
the JAS rainfall of Niamey and El Niño3 in a quasi-phase 
oscillation at a time scale of 4 to 6 years. During the period 
1970-1990, the significant common power had a time scale 
of 11 to 15 years with a clear leading of the seasonal rainfall 
on the El Niño3 and an anti-phase oscillation. From 1990 to 
2000, a 4 to 6 years timescale significant common power can 
be observed between the two variables. In this period, a 
tendency to an anti-phase oscillation has occurred. 

As for Zinder station, the cross-wavelet power spectrums 
of the original series presented in Fig. 7(a) to Fig. 7(f) reveals 
the presence of two periods during which the JAS rainfall and 
the El Niño3 of Jun (Fig. 7(f)) displayed significant common 
power. From 1940 to 1950 the two variables oscillated at a 
scale of 4 to 8 years and during the period 1990-2000 at a 
scale of 4 to 6 years. However, due to the low contrast of the 
1% significance level contour, it is difficult to make 
inferences about the importance of this link. Therefore, the 
approximation and detail coefficients were used to repeat the 
cross-wavelet analysis at both stations. 
The computed mutual information using the original series, 
presented in Table 3, does not show a significant connection 
between the JAS rainfall at both stations and the El Niño3 
indices. 
The cross-wavelet analysis using the DWT coefficients 
displays a clear picture of the wavelet spectrum between the 
JAS rainfall and the El Niño3. 

The power spectrum obtained from the cross-wavelet 
analysis between the approximation coefficients of the 
seasonal rainfall and the El Niño3 of Jun appeared as an 
amplification of the cross-wavelet performed on the original 
series. New significant levels against red noise were 
displayed and the ones from the original data analysis 
appeared with more details. As we can appreciate in Fig. 8(a), 
the same three periods of significant common power 
appeared at Niamey station by maintaining the same phase 
relationship. In Fig. 8(a), these periods can be better 
described as follows: from 1940 to 1960 the phase of the 
common power varied from anti-phase to phase oscillation 
with a slight leading of the JAS over the El Niño3 of Jun at a 
scale ranging from 4 to 6 years. Between the late 1960s to the 
late 1980s the oscillation had shifted from phase to anti-phase 
with a leading of the JAS at a scale of 11 to 15 years. Finally, 
from 1985 to 2005 an anti-phase oscillation occurred between 
the variables at a timescale of 4 to 6 years. 

 At Zinder station, the same remark can be done for 
the cross-wavelet analysis using the approximation 
coefficients. The spectrum in Fig. 9(a) displays two main 
periods of common oscillations between the seasonal rainfall 
of Zinder and the El Niño3 of Jun. Between 1935 and 1965, 
both variables displayed a common power with a phase 
oscillation varying from anti-phase to a leading of the 
seasonal rainfall at a time scale of 4 to 12 years.  During the 
period 1970-2000, the timescale of the common power was 4 

to 7 years with an anti-phase oscillation, from 1970 to 1985 
and a leading of the El Niño3 between 1985 and 2000. 

  As for the cross-wavelet using the detail 
coefficients, the wavelet power spectrum is presented in Fig. 
8(b) for Niamey station and in Fig. 9(b) for Zinder station. 
Here, only the significant common power at 4 year-timescale 
and less were detected. The cross-wavelet power spectrum is 
completely different from the one obtained from the original 
series at the low frequency level. The cross-wavelet analysis 
using the detail coefficients are likely to detect only 
significant common power at high frequency level. 

Furthermore, the MI analysis using the approximation 
coefficients clearly shows the intensity of the El Niño3 effect 
on the JAS rainfall at the considered stations. As can be seen 
in from Table 5 to Table 7, the influence of the El Niño3 was 
particularly significant over the period 1961-1989, 
confirming hence the results from the cross-wavelet analysis. 
The El Niño3 phenomenon was undoubtedly one the of the 
driving forces of the Sahelian prolonged drought. 

The connection between the ENSO and the mean rainfall 
over the Sahel has been reported in many literature [1, 6, 9, 
26].  

Nowadays, Niño3 is still being used as predictor in many 
rainfall forecast model over the Sahel. It is one of the main 
predictor used by the National Meteorological Service of 
Niger to forecast seasonal rainfall over the country ([21]). 
After the 2000s, the use of El Niño3 index in rainfall forecast 
models over Niger as input may appear inappropriate. 

V. CONCLUSIONS 

The link between seasonal rainfall over Niger and El 
Niño3 SST index was investigated using wavelet transform 
and Mutual information analyses. The investigation showed 
that the El Niño3 index had contributed to the rainfall 
decrease over the country during the Sahelian prolonged 
drought. After the year 2000, the influence of El Niño3 on the 
study area has become insignificant; therefore, the use of EL 
Niño3 as a rainfall predictor in forecast models over Niger 
may result inappropriate. 

Additionally, the use of the level-1 approximation 
coefficients for the cross-wavelet and the mutual information 
analyses provide a better picture mapping of the link between 
the rainfall variability and the El Niño3 index. The cross-
wavelet analysis using the level-1 details coefficients detects 
only the common power between the variables at the low 
periods (high frequency levels). 

The method used in the present work can be applied to 
assess the influence of different oceanic-atmospheric 
dynamics on the rainfall variability over other regions with 
different climate conditions. The use of and appropriate 
wavelet family for the wavelet analysis and a suitable 
probability distribution for the mutual information 
computation determine the accuracy the proposed method. 
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Abstract-Studies on medicinal plants have been rapidly 

increasing due to the improvement in the production of 

plants or molecules for the research of active new 

substances and the herbal medicine industries. The 

World Health Organization reported that medicinal 

plants are the best source of medicine. However, these 

plants need to be investigated for their outstanding 

properties, safety and effectiveness. Hypericum 

perforatum also known as John's wort, it is a well-

known plant that has been used over the years and It is 

a representative of the Hypericaceae family with 

verified therapeutic effects on burns, bruises, swelling, 

anxiety, mild-moderate depression, antidepressant, 

antiviral, wound healing, analgesic, hepatoprotective, 

antioxidant and antimicrobial activity.  Plantago major 

has been reported to be used as a pain reliever and 

antipyretic drug in tumors in almost all regions of the 

world in skin diseases, infectious diseases, digestive and 

respiratory problems related circulatory organs. In this 

study anti-proliferative effect of Hypericum perforatum 

and Plantago major extracts was investigated on human 

Sh-Sy5y neuroblastoma cell line. For this purpose, 

cytotoxicity of plant extracts was assessed by MTT and 

LDH analysis.  In addition, oxidative stress in the cell 

culture were explored via total oxidative stress (TOS) 

and total antioxidant capacity (TAC) levels analysis. 
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Abstract— Semantic segmentation is a computer vision 

problem that aims to divide an image into multiple 

regions and assigns an object label to each pixel. It unifies 

the image segmentation and object recognition problems. 

Vehicle recognition is important problem in self-driving 

technologies to drive car safely. It also performs vital role 

in civilian applications. In this paper, we investigate deep 

learning application to vehicle segmentation for images 

taken over a large range of modalities and conditions. The 

approach we used was a SegNet architecture in which 

feature map, produced in the encoding phase, is also used 

during the decoding phase allows for the better 

localization by the network. In this study, the pre-trained 

VGG-19 network was used for transfer learning during 

segmentation. 

Keywords—Vehicle Detection, Transfer Learning, 

VGG-19 

I. INTRODUCTION  

During the history of computer vision, one of the grand 
challenges has been semantic segmentation which is the 
ability to segment an unknown image into different parts and 
objects (e.g., car, people and road). Image segmentation is 
different from image classification or object recognition in 
that it is not necessary to know what the visual concepts or 
objects are beforehand. To be specific, an object classification 
will only classify objects that it has specific labels such as car, 
road, pedestrian. An ideal image segmentation algorithm will 
also segment unknown objects, that is, objects which are new 
or unknown. Semantic segmentation is widely used in various 
applications i.e., autonomous driving, scene understanding 
and etc.  The scene understanding as a core problem has been 
addressed in the past using various traditional computer 
vision and machine learning techniques. Early methods 
benefit from using the hand-engineered features, such as 
Scale Invariant Feature Transform (SIFT) and Histograms of 
Oriented Gradient (HOG) [1-5]. The convolutional neural 
network (CNN), the most important part of deep learning, has 

been the preferred method in many computer vision and 
remote sensing problems. Generally, CNN approaches are 
surpassing others with a large margin in terms of accuracy 
and sometimes efficiency [6-7]. Ammour et al. divided an 
input image into homogeneous superpixels, utilizing a pre-
designed deep CNN to extract features and trains a SVM to 
classify these candidate zones [8]. In recent years, highly 
comprehensive learning-based detection frameworks have 
been proposed. Deep learning based methods such as SPP net 
[9], Fast R-CNN [10], Faster R-CNN [11], R-FCN [12] 
contain two-step approaches. However, because of the two-
stage process, it takes a long time and is difficult to learn. 
Several approaches have also used semantic labeling to 
increase the detection performance in image data. A mask R-
CNN [13] is proposed expanding the original Faster R-CNN 
by adding a semantic labeling branch for each candidate 
region. Recent researches have shown that the method based 
on semantic knowledge can improve the detection outcome 
[14]. In this paper, we investigate sematic segmentation using 
deep learning technique for vehicle detection. The purpose of 
this study is to detect vehicles using the SegNet network 
based on pre-trained VGG-19. 

This paper is organized in the following way: Section-II 
mentions related work, Section-III provides a detailed 
description of the semantic segmentation, Section-IV details 
the training process and shows the experimental results of the 
system, and Section-V concludes the paper. 

II. RELATED WORK 
Vehicle detection by semantic segmentation labels each 

pixel in an image into vehicle class or other categories (e.g., 
building, tree and pedestrian). Compared to vehicle detection, 
it can give more accurate pixel extraction results. For 
example, Audebert et al. [15] proposes a deep learning-based 
“segment-before-detect” method for classifying various types 
of vehicles in high-resolution remote sensing images. In the 
remote sensing images, Kampffmeyer et al. [16] less 
prioritized semantic segmentation to obtain a good overall 
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accuracy for small objects (e.g. Tools). To solve this problem, 
they train FCNs with the median frequency balancing-
weighted cross entropy loss function proposed by Eigen and 
Fergus [17]. Using SegNet in this method may produce 
additional pixel-based features for semantic mapping of 
vehicles [18].  

III. MODEL 

Semantic Segmentation  

The purpose of semantic image segmentation is to label 
each pixel of an image with a corresponding class of the 
representation.  Semantic segmentation provides very 
detailed image information from image classification or 
object detection. This detailed information is critical to a wide 
range of areas such as autonomous driving, robotics and 
image search engines [19]. There are multiple methods to 
perform semantic segmentation. One of the most used 
approach for pixel-wise segmentation is the deep encoder-
decoder architecture. Encoder-decoder models consist of two 
parts. The first one, the encoder network, takes the input and 
maps it to an encoded representation with a lower dimension. 
That is, encoder extracts image features using deep 
convolutional network. The decoder network takes the 
encoded representation and maps the feature representation 
back into the input data space. That is, decoder up-samples 
feature map back to image resolution with final output having 
the same size with the pixel classes. 

SegNet 

In this paper we implemented SegNet [20], a deep fully 
convolutional neural network architecture for semantic pixel-
wise segmentation. SegNet is a complete convolutional 
network of 13 encoders and 13 decoder layers. It is one of the 
first deep encoder-decoder architectures developed (see Fig. 
1). Our model creates the SegNet network with weights 
initialized from the VGG-19 network. 

 

 
Fig. 1. Architecture of SegNet [20] 

 
The main processes are sequentially applied in the 

encoder network. These are convolution with the filter bank, 
batch normalization, ReLU, maxpooling in 2 × 2 non-
overlapping windows and sample-reduction in 2 multipliers. 
After each max pooling operation, the index of the largest 
attribute values in the pooling windows is stored to be used 
in the decoder network. 

On the other hand, each decoder performs an up-sample 
of its input feature map using the max-pooling indexes of the 
corresponding encoder. Therefore, the decoding does not 
involve any parameter learning, but it is only a direct 
application of max-pooling indexes generated in the encoder. 

Then, these features are used to produce dense batch 
normalized maps.  

VGG-19 

The VGG network architecture initially proposed by 
Simonyan and Zisserman, [21] have 16 layers (VGG-16) or 
19 layers (VGG-19).  With these network architectures, 
Visual Geometry Group (VGG) team was the first and second 
in the localization and classification areas in the Imagenet 
2014 competition. 

The VGG-19 architecture is structured starting with five 
blocks of convolutional layers followed by three fully-
connected layers (see Fig. 2). Convolutional layers use 3x3 
kernels with a stride of 1 and padding of 1. A rectified Linear 
Unit (ReLU) activation is performed immediately after each 
convolution. To reduce spatial dimension, max pooling is 
occasionally applied. Max pooling layers use 2x2 kernels 
with a stride of 2 and no padding. Two fully-connected layers 
are then used before the final 1000 fully-connected softmax 
layer. 

 

 

Fig. 2. VGG19 architecture [21] 

Model 

The objective of the used method is to detect vehicles on 
a highway. The common highway environment includes a 
variety of buildings, trees, advertisement boards, sky, road or 
traffic signs as background. Such scenes have more pixels 
than vehicle pixels. If not handled correctly, this imbalance 
can be detrimental to the learning process because the 
learning is biased in favor of the dominant classes. To 
improve training, we used class weighting to balance the 
classes. It is often difficult to train a deep neural network from 
scratch. Besides, a dataset of sufficient size is required, and 
the training on the data sets in these experiments can take a 
very long time. Even if a large enough dataset is available, it 
is often helpful to start with pre-trained weights instead of 
random initialized ones. The major principle of transfer 
learning is to fine-tune the weights of a pre-trained network 
with available training data. For this purpose, in this study, 
we have used the pre-trained VGG-19 network to decrease 
the training time. stochastic gradient descent with momentum 
(SGDM) is used in the optimization process during the 
training. We also used data augmentation to provide more 
examples to the network as it helps to increase the accuracy 
of the network. Fig. 3 shows the scheme of the study. 
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Fig. 3. Block-diagram of semantic segmentation 
 

IV. EXPERIMENT RESULTS AND DISCUSSION 

Dataset 

The training and test sets were provided by the BDD100K 
dataset sponsored by Berkeley Deep Drive Industry 
Consortium.  The BDD100K dataset is the largest and the 
most diverse open driving dataset for computer vision 
research, consisting of 100,000 videos. These videos were 
collected from diverse locations in the United States and 
covers different weather conditions including sunny, 
overcast, and rainy as well as different times of day including 
daytime and nighttime. The BDD100K dataset also provides 
a 10K images subset with full-frame instance segmentation. 
An example training set image and corresponding labels are 
shown in Fig.4. 

 

 
 

1. Training image 
 

 
 

2. Label of training image  
 

Fig. 4. An example training set image (a) and labels (b) 

 
Only 3300 of these images were used in this study of 

which 2300 for training and 1000 for test. To reduce the 
training time and memory usage, the original 720x1280 
BDD100K images as well as corresponding labels were 
resized to 360x480. Also, all classes other than “vehicle” in 
the original dataset are grouped together to reduce classes 
into two as “vehicle” and “non-vehicle”.   

Performance Assessment 

We have achieved the performance of the SegNet 
architecture with the following measures. 

 
1. Global Accuracy (GA): The GA corresponds to the 

percentage of pixels correctly classified to all pixels in 
the dataset.  

    
𝐺𝐴 =

𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑝𝑖𝑥𝑒𝑙𝑠

𝑡𝑜𝑡𝑎𝑙 𝑝𝑖𝑥𝑒𝑙𝑠
                  (1)       

 
2. Class Average Accuracy (CA): The CA is the mean of 

the predictive accuracy over all classes. 
 
3.  Mean Intersection Over Union (mIoU): The IoU is 

defined as the ratio of Intersection of “prediction” and 
“ground truth” to their Union. For a given class, IoU is 
given by Equation 2, in terms of true positives (TP), 
false positives (FP), and false negatives (FN). 
Averaging all classes considered in segmentation study 
gives mIoU score. 

 
 

𝐼𝑜𝑈 =
𝑇𝑃

𝑇𝑃+𝐹𝑃+𝐹𝑁
                       (2)                      

 

Result and Discussion 

The training process carried out on GPU (Quadro M5000) 
took about 5 hours for training the model. Our initial test 
results trained for 20 epochs are presented in Table 1. Also, 
the obtained confusion matrix and a test result are shown 
Table 2 and Fig.5, respectively.  
   Table.  1 Test Result 

Model Global 
Accuracy 

Mean IoU 

SegNet %98 %88 
 
  
  Table. 2 Confusion Matrix 

True 
Class 

Predicted Class 
 Vehicle Non-vehicle 
Vehicle %88.6 %11.4 
Non-vehicle %0.12 %98.75 
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a) SegNet with VGG-19 prediction 
 

 
b) Test image 
 
Fig. 5. Effect of training on test set 

V. CONCLUSION AND FUTURE WORK 
Performing segmentation without knowing the exact 
identity of all objects in the scene is an important part of 
visual understanding process. Given an image, we 
performed semantic segmentation based on VGG-19 and 
transfer learning approach tuned for vehicle detection. The 
initial experimental results based on real scenes 
demonstrate the effectiveness of our investigated method. 
As future research, we intend to explore semantic 
segmentation extracted from different deep network 
models. 
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Abstract—Diabetic Retinopathy (DR) is a disease of retina. If 

not diagnosed at an early stage, it causes blindness. To detect 

this disease some manual classification methods are used. 

However, these methods are highly time consuming. Also 

inter observer variability is another problem to deal with. 

Hence, computer automated diagnostic systems are preferred 

for retina images classification. In this study, it is aimed to 

classify DR existence and its level using transfer learning for 

Convolutional Neural Network (CNN) using the data of 

Kaggle and Messidor-2 datasets which contain five-classes 

and four-classes, respectively. The classification accuracy was 

obtained as 74.72% in Kaggle dataset for normal, mild, 

moderate, severe and end-stage classes. 

Keywords—Deep Learning (DL), Convolutional Neural 

Network (CNN), Transfer Learning, Image Classification, 

Machine Learning, Diabetic Retinopathy (DR)  

I.  INTRODUCTION  

Deep learning (DL) includes calculation methods that 
allow an algorithm to work in a desired manner and to 
program with a wide variety of examples. DL is a machine 
learning technique that directly learns the most predictive 
features from images given a large set of labeled samples 
[1]. Machine learning is used for various classification 
tasks, including automatic classification of diabetic 
retinopathy (DR). In this paper, a deep learning-based 
CNN (Convolutional Neural Network) method is 
introduced for the problem of DR classification in fundus 
images. Intensive research is required to determine the 
applicability of the application of this algorithm in the 
clinical setting to determine whether it will lead to a better 
care or not, and the results are compared to the current 
ophthalmological evaluation. 

A. Objectives 

DR is retinal disease that can be transformed into 
irreversible vision loss [2]. If DR is detected at an early 
stage, it is possible to treat it, which makes early detection 
vital [3]. Manual detection of DR is extremely time 
consuming using grading of subtle pathological features by 
trained experts [2]. The ability to detect a non-functional 
retina in fundus images is an important component of a 
device to automatically detect diabetic retinopathy in the 
real world applications [3]. In the determination of the 
specific features of retinal scans, high variance and low bias 
classification techniques were used. There are new 

approaches that examine other pathological features such as 
SVM (support vector machine), K-nearest neighbor and 
ensemble-based methods [2]. Convolutional Neural 
Networks (CNNs) is a sub-branch of deep learning. It is 
widely used in image analysis and interpretation 
applications. A network, developed with CNN architecture 
using augmentation, can define complex features in the 
classification task, such as micro-aneurysms, exudates and 
hemorrhages in the retina. Hence, it provides a diagnosis 
without the need for a human evaluation. Currently, large 
CNNs are used to effectively handle very complex image 
recognition tasks in a remarkable standard with many object 
classes [3]. The Alexnet architecture is a deep learning 
structure that can distinguish up to 1000 objects trained on 
more than a million images on ImageNet. In general, when 
a previously trained network is used for a different problem, 
transfer leafrning is an alternative approach by which last 
layers of pre-trained network is changed while the 
parameters, representing previously learned abstract 
information such as colors, layers, etc., are kept. CNNs are 
also used in many current image classification tasks such as 
ImageNet, GoogleNet and AlexNet [2]. This study aims to 
detect retinopathy at an early stage using retinal images that 
are publicly available. CNNs are specific to all types of 
lesions and the parameters differ slightly between them. 
Alexnet was inspired by network architectures [4].   

B. Classification of DR  

Computer automated diagnostics for screening retinal 
scans considerably reduce costs, decrease observer 
dependency and probably allows for more common 
screening programs as well as earlier detection of diabetic 
retinopathies. Automatic classification of diabetic 
retinopathy is a popular research area in computer vision 
[2]. The advantages of automated grading are increased 
efficiency, reproducibility and benefits in application of 
screening programs. Thus, it provides the opportunity to 
improve the patient with early diagnosis and treatment. In 
order to maximize the clinical benefit of automatic grading, 
an algorithm is needed to determine countable diabetic 
retinopathy [1]. 
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II. MATERIAL AND METHODS 
 

C. Data Sets 

 We used two different datasets in this study. Messidor-
2, the first dataset, was collected in four French hospitals, 
containing 1200 fundoscopic images with 4-class labels. 
Namely,   

 R0: Normal (546 image) 
 R1: Mild Retinopathy (153 image) 
 R2: Moderate Retinopathy (247 image) 
 R3: Severe Retinopathy (254 image) 

 This available data was partitioned into three as training, 
validation and test datasets to be used in the study. Of the 
available data of Messidor-2 dataset, 70% was used for 
training while 10% and 20% used for validation and test, 
respectively. This dataset consists of color images ranging 
in height and width from hundreds to thousands of pixels 
from  different patient population with a significant 
proportion of early diabetic retinopathy. Black edges are 
cropped in all dataset images, with normalized pixel 
intensities. Representative Messidor-2 retinal images in 
different stages are shown in Fig. 1. 

Although Messidor-2 data set consists of high-quality 
retinal images, it is not sufficient for good presentation of 
the disease to be used in learning algorithms in the sense 
that it does not contains both left and right retina images per 
subject. This is an obstacle with scanning algorithms 
designed for two images per eye which gives more 
satisfactory results. 

  

  
Figure 1. Messidor-2 Data Set: (a) normal, (b) mild retinopathy, (c) 
moderate retinopathy, (d) severe retinopathy 

On the contrary, the second dataset, Kaggle, has two retina 
images for each subject. This data set contains 35000 
fundoscopic images with 5-class labels.  

These are; 

 R0: Normal (25.808 image) 
 R1: Mild Retinopathy (2442 image) 
 R2: Moderate Retinopathy (5291 image) 
 R3: Severe Retinopathy (873 image) 
 R4: End-stage Retinopathy (708 image) 

 

Kaggle retinal image example in different stages of 
disease are given in Fig. 2-6. We trained the network for 
both datasets using a graphics processor unit (GPU). 

  
Figure 2. Kaggle dataset R0-class (a) left (b) right 

   
Figure 3. Kaggle dataset R1-class (a) left (b) right 

  
Figure 4. Kaggle dataset R2-class (a) left (b) right 

  
Figure 5. Kaggle dataset R3-class (a) left (b) right 

  
Figure 6. Kaggle dataset R4-class (a) left (b) right 

D. Proposed Work 

Training a neural network, a classification function with 
many parameters to be optimized, that performs a specific 
learning task. It requires a large set of images with already 
known severity of diabetic retinopathy, the training set. 
Through the training operation, the parameters of the 
function are initially set to random values. During the 
training, the disease class is defined by the function and 
compared to that of the training set label to obtain the 
classification error which is performed for each image. 
Later, the degree of severity of the function is compared 
with the degree of training set and the parameters are 
changed slightly to reduce the error for each image. Based 
on this error rate the parameters are modified to reduce the 
average error. This procedure is repeated until the type of 
diabetic retinopathy is correctly classified. With large 
enough training data, the result is a general function that can 
calculate the class of diabetic retinopathy in new images [1].  

a b 

c d 

a b 

a b 

a b 

a b 

a b 



 

199 

The network used in this study is a convolutional neural 
network, which first connects nearby pixels to local 
characteristics, and then uses a function that passes them to 
global features. Although the algorithm is not explicitly 
identified (hemorrhages, micro-aneurysms), it learns to 
recognize them using local characteristics.  

In our study,  we replaced the last three layers of Alexnet 
with layers suited to the problem in hand as a transfer 
lerarning step. Thanks to this change, the algorithm was 
able to distinguish the classes of DR.  

III. RESULTS  
Extensive research has been conducted on methods for 

a double classification of DR for Messidor-2 data set, with 
encouraging results. In the literature, the detection 
accuracy across all four classes of the severity spectrum 
towards no-DR (R0), mild DR (R1), moderate DR (R2), 
and severe DR (R3) varies significantly.  

When we used four classes (normal, mild retinopathy, 
moderate retinopathy, severe retinopathy), the accuracy 
was founded %52.92. If two classes (healthy and patient) 
was used, accuracy was %69.17. Also class R0 and class 
R1 were selected as database, result was  %78.57. Finally 
specific two classes were selected (normal and severe 
retinopathy) accuracy was %80 (Table 1). 

Similarly, the accuracy rate of our initial study is as 
follows when we use Kaggle database. When we used five 
classes (normal, mild retinopathy, moderate retinopathy, 
severe retinopathy, end-stage retinopathy), the accuracy 
was founded %74.72. If two classes (healthy and patient) 
were used, accuracy was %74.49. Finally specific two 
classes were selected (normal and end-stage retinopathy) 
accuracy was %97.81 (Table 2). 

R0 : Normal 
R1 : Mild retinopathy 
R2 : Moderate retinopathy 
R3 : Severe retinopathy 
R4 : End-stage retinopathy 
 
Table 1. Accuracy of Messidor-2  results  
 

Class Number Accuracy 
4 classes : 

R0-R1-R2-R3 
% 52.92 

2 classes : 
R0-(R1+R2+R3) 

% 69.17 

2 classes : R0-R1 % 78.57 
2 classes : R0-R3 % 80 

 
Table 2. Accuracy of Kaggle results  
 

Class Number Accuracy 
5 classes :  
R0-R1-R2-R3-R4 

% 74.72 

2 classes :  
R0-
(R1+R2+R3+R4) 

% 74.49 

2 classes : R0-R4 % 97.81 
 

To explore the strengths and weaknesses of CNNs, we 
trained a AlexNet model on a combined dataset from 
Messidor-2, containing over 1000 fundoscopic images and 
Kaggle, containing over 35000 fundoscopic images. To 
conclude, we have shown that CNNs have the potential to 
be trained to identify the features of Diabetic Retinopathy 
in fundus images. CNNs have the potential to be incredibly 
useful to DR clinicians in the future as the networks and 
the datasets continue improving and they will offer real-
time classifications. 

We studied on detection of diabetic retinopathy with 
CNN. Messidor-2 and Kaggle datasets were used which 
consisted of 1200 and 35122 images respectively.  
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Abstract—Detection of small vessels and ships plays a crucial 

role in preventing illegal activities such as drug and human 

trafficking and illegal fishing .The main objective of this work is 

semantic segmentation using transfer learning to detect ships 

from satellite images. The airbus ship detection challenge 

database is used for this purpose. 
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I. INTRODUCTION  

Images constructed by assigning different visible colors 
for detected different component of invisible light by 
satellites sensors are called satellite images. These satellite 
images are useful in remote detection of different surfaces 
and objects as they react differently to each radiation 
wavelength. When it is difficult to manually process these 
images machine learning and computer vision algorithms are 
utilized to make the process easier and automatic.  

It is important to identify small vessels, boats and ships to 
prevent some illegal activities, such as drug and human 
trafficking and illegal fishing etc. The most common 
technique for satellite imaging is the use of Synthetic 
Aperture Radar (SAR), achieved by reflected signal and 
therefore, robust to various weather conditions but sometimes 
insufficient to detect small vessels, boats and ships [1],[2]. 
Optical or visual-based detection considered as an important 
alternative is less developed [3], [4]. This detection method 
should be non-invasive and should not require special 
equipment. UAV is used for non-invasive detection of small 
vessels [5].  

In the literature, cascade approach is used for ship 
detection by which a rapid localization of the similar regions 
are extracted first. Image segmentation [6] and saliency 
detection based methods are then applied. In the following 
step, the regions are classified accordingly using different 
approaches such as Histogram of Oriented Gradients (HOG) 
[7], Local Binary Patterns (LBP) [8], Scale Invariant Feature 
Transform (SIFT) [9] and SVM [10]. 

II. PROPOSED WORK  

A. Convolutional Neural Network (CNN)  

Convolutional Neural Network (CNN or Conv Net), one 
of the most popular algorithms of deep learning. It is a type 
of machine learning algorithm where a model is trained to 
perform classification from images, video, texts or voice. 
CNNs, used in different applications, are most commonly 
used to recognize scenes, faces and objects. The difference of 
CNNs from other neural networks is that they are consist of 
multiple layers. They are composed of two main parts such 
as extraction and classification.  

Feature extraction part (hidden layers): This part of the 
network performs a series of convolutions and pooling 
operations during which the features are detected. If a car is 
introduced to CNN, this is the part where the network would 
recognize windows, tires etc., namely features, by means of 
passing the input data through many layers. 

Classification part: Fully connected layers serve as a 
classifier on top of extracted features obtained from previous 
layers and assign a probability for the input object being a 
member of any particular class. 

B. Semantic Segmentation  

In semantic segmentation each pixel in the image is 
assigned to an object class (class ID) results in bringing 
together parts of the image as shown in Fig. 1. It is also 
necessary to specify the boundaries of each segments such as 
person who is riding the bike and the bike itself. Semantic 
segmentation is used in various applications. 

 

      
Fig. 1. Input image (left) and its semantic segmented image (right) [11]. 
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Semantic segmentation is quite different from other 
image-based tasks such as Image Classification, defines what 
is in the picture, or Object Recognition (and Detection),  
determines what is in the image as well as it is location 
defined with a Bounding Box. 

 
Fig.2.Typical encoder-decoder architecture of CNN based semantic 

segmentation network (image source [12]). 

 

C. Transfer Learning 

Transfer learning is a machine learning technique in 
which a model trained for a task is redesigned for another 
application. The purpose of this technique is to improve 
learning in the target task by leveraging the knowledge 
obtained from another task. It supplies additional source of 
information, coming from one or more related tasks, apart 
from the standard training data. Hence, it is an optimization 
method that provides rapid progress or improved 
performance. It enables three common measures such as 
increased initial performance, decreased training time and 
higher achievable performance.VGG-16 is used for transfer 
learning. For this purpose, the initial layers of VGG-16 are 
kept and its final layers are replaced for the problem in hand.  

III. EXPERIMENTAL  RESULT 

A. DataSet 

The purpose of this study is to locate all ships in a given 
satellite image and place a bounding box around them. The 
dataset is provided from Kaggle [13]. This dataset contains  
192.556 train and 15,606 test entries, all are 768x768 RGB 
images. While some images in the dataset contain more than 
one ship, some others do not contain any ship. Also, ships in 
images may differ in size, location and their surrounding 
environment such as open sea, docks, marinas, etc. 

 

    
 

    
Fig.3. Examples of  ships  extracted  from  the  dataset 

[13]. 

 
 

    
 

Fig. 4. Left-original image Right- image label 

750 monochromatic images were used in this study as a 
preliminary work. In the proposed model, the last three layers 
of VGG-16 was adapted to the binary-classification problem 
for “ship” and “non-ship” classes. 

As a result of the training, the test was performed with 225 
images and accuracy was found as 91.35%. 
Tablo.1 Test Results 

Classes Accuracy  (%) IoU 

ship 91.35 0.1172 

Non-ship 96.49 0.9645 

         

Our initial test results are presented in Table 1. Also, the 
obtained confusion matrix and a test result images are shown 
Fig.5 and Fig.6, respectively. 

 
        

 
 
Fig. 5. Confusion Matrix 
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Fig.6. Testing of  model  on some images. 

IV. CONCLUSION 

Satellite images are obtained from publicly available from 
Kaggle. In this study, by applying semantic segmentation and 
transfer learning algorithms to satellite images, the ships in 
the images were detected. 
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Abstract— Parallel to the rapid increase in the visual 

surveillance in military and security applications, studies 

in this area have gained importance. One application area 

of Synthetic Aperture Radar (SAR) in the military field is 

the classification of SAR images. A military SAR image 

frame may contain formations other than the military 

objects. The aim of this study is to accelerate the correct 

classification ratio of images contained in a high-

resolution SAR dataset, namely publicly available 

MSTAR SAR data. These dataset images contain military 

objects such as vehicles or structures. They are classified 

by Convolutional Neural Network (CNN) method to 

define eight classes they belong to. We obtained 99.8% 

classification accuracy is with the proposed work. 

 
Keywords—Synthetic Radar (SAR), Convolutional 

Neural Network (CNN) 

I. INTRODUCTION  
Synthetic Aperture Radar (SAR) is one of the most 

important sensors in the field of remote sensing. Due to the 
increase in the resolution and increasing amount of SAR 
images taken from air and satellite, the need to process these 
images automatically increases rapidly. High-resolution SAR 
images have a very important role in fields such as military 
target recognition, classification, space surveillance, source 
research and etc. SAR images are high resolution data 
captured from long distance during day and night under 
different environmental conditions. Effective feature 
extraction and high speed processing algorithms are key 
points for SAR image processing. 

In general learning algorithms are divided into two as 
supervised and unsupervised. Xiang et al. [1] used the K-
means classifier with cross scattering for urban area SAR 
image classification as an unsupervised approach. However, 
the unsupervised classification method is often indeterminate 
as the result of the SAR image classification as it requires 
more information of the object. Hence, most SAR image 
classification uses the supervised method in which labels for 
data are also part of the learning process [2]. Some of the 

supervised learning algorithms are Linear, Logistic 
Regression, SVM, and Neural Networks of which  

Neural Network (NN) is one of the most common 
classification approach. [3][4][5]  

Deep learning, as a new machine learning method, are 
recently used in many areas such as speech recognition, 
object detection and image classification etc. Convolutional 
Neural Network (CNN), on the other hand, plays an 
important role in the areas of image and speech processing, 
as one of the most popular deep learning methods. In 2012, 
the convolutional neural network model developed by Alex 
Krizhevsky et al. created a break point in the classification 
problems by increasing the accuracy rate in the ImageNet 
competition [6], and then showed superior performance than 
human [7-8]. Deep learning method has then been used in 
many areas including SAR image classification. Since then 
CNN has moved the technology in the field of computer 
vision to a different level [9]. It is basically a neural network 
with a special structure in which traditional neural networks 
are modified [10]. Chen et al. [11] used the sparse connection 
method for each layer to improve CNN, which makes the 
network trained well with a small amount of training data and 
reduces the risk of over-fitting. Wang et al. [12] molten sea 
ice double polarization CNN applied to classify SAR images. 
Geng et al. [13] proposed the Convolutional Auto Encoder 
(CAE) method, combined with the scale transform, for high 
resolution SAR image classification. 

II. PROPOSED WORK 
In this work SAR images are classified for the purpose of 

military vehicle detection using CNN. A general CNN 
structure is composed of repeating layers as shown in Fig. 1. 
Main block diagram of the proposed method on the other 
hand is shown in Fig. 2. The corresponding CNN layers’ 
details and their parameters are explained as follows. 
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Fig. 1 A General CNN Structure 

 
 

 
N: number of  repeat 

Fig. 2 Main block diagram of the proposed method  
 

1. Input Layer  

     It is the first layer of the CNN structure [14]. The data is 
first adjusted by resizing and then transmitted to the network 
for processing through this layer. Selecting a low image size 
reduces the depth of the training while reducing training time. 
High image size increases the process load and duration, but 

can increase the success of the network [14]. In this study, the 
smallest image size of 54x54x1 available in the dataset is 
selected as the input layer size.  
 
2. Convolution Layer  

       This layer basically filters the input images through the 
use of convolution kernels composed of parameters to be 
optimized during the training. Input data features are obtained 
during this step. The filter size, number of filters (channel 
size) and padding size are the parameters of this layer. Filters 
size defines the kernel size, channel size defines the number 
of different filtering options while padding enables the use of 
border pixels in the image. 

3. Batch Normalization Layer 

      The incoming data is normalized in this layer [15]. It 
enables non-efficient nonlinear points operable as well as 
reducing the sensitivity to initial weights. 

4. ReLU (Rectified Linear Units) Layer 

     The operations performed in convolution layer are linear. 
To introduce a non-linear structure ReLU activation function 
as shown in Fig. 3 is used. This allows the network to take 
precautions against vanishing gradient problem [16]. 

 
Fig. 3 ReLU Activation Function [17] 
 

5. Pooling Layer 

     It is the layer in which a specific element is picked while 
all others are eliminated in the sub-matrix of the incoming 
image. Frequently used pooling methods are Max pooling, 

Min Pooling and Mean Pooling to select the biggest, smallest 
and mean value in the sub-matrix, respectively. Max pooling 
technique is used in this study as suggested by [18]. The 
design parameters of pooling layer are Pool Size to determine 
the width and height of the sub-matrix and Stride to define 
the shift amount to define the sub-matrices. 

6. Fully Connected Layer 

      All the previous layers’ output represents the high-level 
properties of the input image, and the purpose of the fully 
connected layer is to connect each class with each of these 
properties. Since each of them is used as a connection 
technique, it is called a fully connected layer [14]. 

7. Softmax Layer 

      It is the layer that calculates the probability that the input 
data belongs to any class [17]. The sum of probabilities for 
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each class must be equal to one.  In this study, the softmax 
function used for an 8-class problem as shown in Fig.4 
 

 
Fig. 4 Softmax Layer 
 

8. Classification Layer 

      It is the layer in which the input data is analyzed 
according to the probability values from the softmax layer. 

In this publication, a 15-layer CNN structure is used. 

Details are given in Table 1. 

Table 1. CNN structure 

 Layers Filter 

Size 

numFilters Pool 

Size 

Padding Stride 

1 Image Input 
54x54x1 

     

2 Convolution 3x3 8  same [1 1] 

3 Batch 
Normalization      

     

4 ReLU      

5 Max Pooling                2x2 [0 0 0 0] [2 2] 

6 Convolution 3x3 16  same [1 1] 

7 Batch 
Normalization 

     

8 ReLU        

9 Max Pooling                2x2 [0 0 0 0] [2 2] 

10 Convolution 3x3 32  same [1 1] 

11 Batch 
Normalization      

     

12 ReLU      

13 Fully 
Connected (8) 

     

14 Softmax         

15 Classification 
Output 

     

 

III. EXPERIMENTAL WORK 

1. Dataset 

      In this study, publicly available MSTAR SAR images are 
used for classification. These data, owned by U.S Air Force - 
Sensor Data Management System (SDMS) [19] and 
published by Sandia National Laboratory, composed of JPEG 
images with 15, 17, 30 and 45-degree depression angles 
captured by using 1-foot resolution X-band STARLOS 
sensor in Spotlight mode. These JPEG files contain the 
information of 2S1, BDRM-2, BTR-60, D7, SLICY, T62, 
ZIL-131, ZSU-23-4. 

      In this study, only 15 and 17-degree depression angles 
images of targets are blended. The target images come in 
different numbers and sizes. Some of the images are shown 
in Fig. 5, and the corresponding details are given Table 2. 

 

 
     Fig. 5 Visual samples from data [19] 
 

 

2. Experimental Results 

      The experimental results are shown in Table 3.  
 
 
 
 
 

Table 2 Dataset 
 15 and  17 depression angle 
Vehicle type #images size 
2S1 573 158x158x1 
BRDM-2 572 128x129x1 
BTR-60 451 128x128x1 
D7 573 177x178x1 
SLICY 572 54x54x1 
T62 573 172x173x1 
ZIL131 573 192x193x1 
ZSU-23-4 573 158x158x1 
Total 4460  
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Table 3. Result Table 
#Epoch 10 

#Epoch Iteration 5 
Random Data Distribution %70 Train, %10 Validation, 

%20 Test 
Optimization Algorithm Root Mean Square 

Propagation 
Accuracy 99.8% 

 
For better examination confusion matrix of the proposed 
method is also given in Table 4.  

 
Table 4. Confusion Matrix 

 

 

IV. CONCLUSION 
      
In this study, we have presented a method to classify images 
obtained by SAR using CNN method. Publicly available 
MSTAR SAR image dataset used for this work, and 99.8% 
classification accuracy result obtained experimentally for a 
an eight class problem. 
 

V. FUTURE WORK 
      It is aimed to get the most rapid and accurate result by 
applying different deep learning algorithms on dataset and 
other databases. In later studies, performance measurements 
will be performed by applying the Transfer learning methods. 
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Abstract—Plants are of great importance in providing 

ecological balance. They are not only a source of nutrients 

but also a source of oxygen. Therefore, plants need to be 

protected. By looking at the appearance of a leaf one can 

decide what disease it has. With early detection of the 

disease in plants, excessive damage can be prevented. For 

this purpose we implemented a method to detect plant 

diseases from picture of its leaves. This method is based 

on deep learning classification which is carried out by 

convolutional neural networks. Various experiments 

were performed using the PlantVillage database. This 

database includes 54,305 images for 12 different plants 

for which there exists one healthy and different number 

of disease classes each. 

There is total of 38 classes with 26 different diseases. 

We obtained 98.47% success rate for the classification of 

diseases. 

 Keywords—Deep Learning, Convolutional Neural 

Networks, Plant Disease Classification, Deep Learning 

Algorithms 

I. INTRODUCTION  

Plants are the most important sources of life. Moving 
these resources to the future in a healthy way is an essential 
issue in terms of the importance of vital activities. Some 
plants should be taken under protection and should be 
included in the life. Therefore, early and accurate detection 
of the disease in the plant is very important. Diseases in plants 
can be diagnosed form their leaves. Classification of plant 
diseases with multiple classes is not an easy task to perform 
manually or visually in terms of its time cost. For this reason, 
an automated plant disease classification based on machine 
learning algorithms is preferred. The computerized vision 
process gives very good results in the classification and 
identification problems [1]. Various deep learning algorithms 
were used to classify plant diseases. The basic deep learning 
tool used in this work is Convolutional Neural Networks 
(CNNs) [2-4]. CNNs constitute one of the most powerful 
techniques for modeling complex processes and performing 
pattern recognition in applications with large amount of data. 
A CNN system for the automated recognition of plants based 
on leaves’ images developed a relatively simple and powerful 
neural network for the successful identification of three 
different species based on the morphological patterns of 
leaves’ veins [5]. 

II. PROPOSED METHOD 

CNN is one of the basic structures used in image 
classification problems. They perform classification by 
means of passing the input image through various layers. 
Each layer carries out its task and pass it to the next layer. 

 

In this work, we have implemented a CNN structure using 
transfer learning based on AlexNet. The Main Block Diagram 
of our approach is shown in Fig. 1. It is a multi-layered 
learning structure performing processes on separate layers. 
These layers and their operations are as follows: 

Convolutional Layer 

The given picture is expressed in pixels and converted to 
matrix form. The filter matrix is step-by-step on the image 
and the element-by-element multiplication is performed to 
create a new-filtered matrix. 

 
Figure 1. Block Diagram of proposed method 

Maxpool Layer 

In this layer after the convolution process, a new matrix 
is created by moving a blank square matrix over the filtered 
matrix and taking the largest values. 

Relu (Rectified Linear Unit) Layer 

It occurs as the layer in which the activation function 
takes place. There are many activation functions to be used in 
this layer. Some of these functions include sine, step, 
threshold functions. 

Full-Connected Layer 
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The data in the layer before it is set as a one-dimensional 
matrix in this layer. Neurons are completely attached to this 
layer. Each neuron binds to the neuron after it. It is therefore 
known as a fully bound layer [6]. 

Softmax Layer 

It takes the values from the previous layer and performs 
the probability value production in the classification process. 
Produces a value closer to the class when making the 
classification. The probability value generated in the layer 
within the deep learning network makes a probalistic 
calculation of the probability value for each class. [7]. 

Transfer Learning 

Alex Krizhevsky is a deep learning algorithm proposed 
by Ilya Sutskever and Geoffrey Hinton [8]. 

In this deep convolutional neural network consisting of 25 
layers, 5 convolution layers, 3 maxpool layers, 2 dropout 
layers, 3 full bound layers, 7 relu layers, 2 normalization 
layers, softmax layer, input and classification (output) layer 
are formed. . The image to be placed in the input layer 
measures 227x227x3. In the last layer, the classification 
number value in the input image is given by classification. 

III. EXPERIMENTAL WORK 

A. Dataset Description  

There are 54,305 images in the PlantVillage database with 
38 classes for 12 different plants. 12 classes out of 38 
represent the healthy leaves’ images while the remaining 26 
classes represent various disease images of these 12 plant 
classes. Some example images are shown in Fig. 2 and Fig. 3 
for healthy and non-healthy images, respectively. Database 
partitioned into three as training, validation and test sets, with 
ratio of 70%, 10% and 20% of the whole dataset, 
respectively. 

 

 
Figure 3. Image of Plant Disease from dataset   

B. Experimental Result 

 
We have obtained two different experimental results in 

the study with and without transfer learning.  The accuracy 
of our method without transfer learning is 85.05% while it 
increased to 98% with the application of transfer learning. 

Also, corresponding confusion matrix with transfer learning 
is given in Fig. 4. 
 
 
 
 
 
 
 
 
 
 

 

 
 

Figure 2. Image of Plant Healthy from dataset    
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Figure 4. Proposed method result is shown by a 38x38 confusion matrix: 12 entries represent the health classes while the 
remaining 26 represent the plant-diseases classes.   
 

IV. CONCLUSION 
 

We have proposed a method to detect plant diseases from 
their images of leaves. This work is based on deep learning 
classification using convolutional neural networks. 
Experiments, performed using the PlantVillage database, 
includes 54,305 images with 26 different diseases classes and 
12 healthy plant classes. Based on the experimental results 
we have obtained classification accuracy of 98.47% for this 
study.  
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Abstract— Candidiasis is a fungal infection caused by 

yeasts that belong to the genus Candida. Approximately 20 

different Candida species are infected in humans. On the 

other hand, Penicillium species are a source of natural 

antibiotics such as protein and non-protein (secondary 

metabolite). In this study, it was aimed to compare 

extracellular, protein and non-protein antimicrobial 

compounds from P. brevicompactum A02 and P. chrysogenum 

A03 isolated from soil against Candida species. For this 

purpose, these species were incubated with yeast peptone 

glucose medium for 7 days at 25 °C, 150 rpm. Then, the 

culture filtrates were treated with trypsin / proteinase K 

enzymes and it was compared with non-treated culture 

filtrate. As a test organism, Candida albicans (ATCC 10231) 

and non-albicans species (C. dubliniensis CBS 7987, C. 

glabrata ATCC 2001, C. parapsilosis ATCC22019 and C. 

tropicalis KUEN 1025) were used. As a result, the source of 

anticandidal activity for P. chrysogenum was proteins 

however, for P. brevicompactum was derived from secondary 

metabolite. This work was supported by the Erzurum 

Technical University Research Foundation (ETU-BAP: 2017-

15). 

Keywords— Penicillium spp, Candidiasis, Antimicrobial, 

Protein 

I. INTRODUCTION 

Candidiasis is a fungal infection caused by yeasts 
that belong to the genus Candida. Approximately 20 
different Candida species are infected in humans (1). 
Effects of candidiasis vary depending on the area of the 
body that is infected such as thrush in the mouth, frequent 
vaginal discharge in women and weakening of the immune 
system (2). 

Destruction of bacteria in the body due to the use of 
the wrong antibiotic leads to the development of the 
Candida species. C. albicans is the most important cause 
of the candidosis. However, in recent years there has also 
been an increase in candidiasis caused by non-albicans 
species. Mechanisms of resistance to antibiotics 
developing in microorganisms require the screening of new 
generation antibiotics (2).   

Anticandidal activity may be caused by protein or 
non-protein metabolites (secondary metabolites). In recent 
years, studies on proteins with antimicrobial properties 
have increased especially in bacterial infections (3). In this 
study, two types of Penicillium spp. with anticandidal 
activity were used. We investigated the molecules contains 
anticandidal activity of these two isolates. 

II. MATERIALS and METHODS 

A. Materials 

Chemicals were purchased from Sigma Aldrich 
(St Louis, MO, USA). This study was conducted in 
Molecular Microbiology Laboratory in Erzurum Technical 
University (Erzurum, Turkey). 

B. Methods 

1. Culture and Growth Condition of Penicillium spp: P. 

brevicompactum A02 and P. chrysogenum A03 were 
isolated from soil. These filamentous fungi were 
cultured in yeast peptone glucose agar medium (10 g/L 
yeast extract, 20 g/L peptone, 20 g/L D-glucose, 15 g/L 
agar with pH: 6,2) for 7 days at 25°C.  

2. Molecular Identification of Fungi: DNA isolation was 
performed with Mobio DNA extraction kit. For 
amplification of ITS1, 5S and ITS2 regions, universal 
primers ITS1 (5´TCC GTA GGT GAA CCT TGC GG 
3´) and ITS4 (5´TCC TCC GCT TAT TGA TAT GC 
3´) were used. Polymerase chain reaction (PCR) 
reaction was carried out according to the condition in 
the previous articles (4). Briefly, PCR mix was 
prepared with 0,5 µM of each primer, 10 µM 
deoxynucleotides, 2 mM MgCl2 and 10x buffer 
(Sigma). PCR conditions were; initial denaturation at 
95 °C, 35 cycles of denaturing at 94°C for 1 min; 
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annealing at 55,2°C for 2 min and extension at 72°C for 
3 min; and final extension at 72°for 10 min for termal 
cycler (qiagen). 

3. Candida Spp.: To determine anticandidal activity 
Candida albicans (ATCC 10231) and non-albicans 
species (Candida dubliniensis CBS 7987, C. glabrata 
ATCC 2001, C. parapsilosis ATCC22019 and C. 

tropicalis KUEN 1025) were used. Candida spp. were 
grown on potato dextrose agar (PDA) medium at 30°C. 

4. Screening Anticandidal Activity: Two Penicillium spp. 
were cultured in yeast peptone glucose broth medium 
for 7 days at 25 °C, 150 rpm. Then, the culture filtrates 
were treated with trypsin / proteinase K (10 mg/ml) 
enzymes for 6 hours at 37 °C [5]. 

5. Agar Diffusion Assay: Anticandidal activity was 
determined with well diffusion assay. Briefly, 6 mm 
hole opened on PDA plate and 100 µL trypsin /  
proteinase K treated culture filtrate and 100 µL non-
treated culture filtrate were added in the hole. After 
incubation 30 °C at 24 hours, clear zone was observed. 

III. RESULTS 

In the screening of filamentous fungi isolated from 
soil, two filamentous fungi were determined to be the 
anticandidal molecule producer. In classical analysis, it 
was found that these two species belonged to the genus of 
Penicillium. To determine anticandidal activity, we used 
extracellular culture medium of these species and both 
species show anticandidal activity shown in Table1 and 2. 

PCR is done for molecular characterization and 
sequence chromatograms were assembled into one 
complete sequence and the sequence was compared to all 
known sequences in the Genbank by use of BLASTN 
2.2.26+ program and the isolates were identified as P. 

brevicompactum A02 and P. chrysogenum A03.  

Table I: Agar Diffusion Assay Results for C. albicans 

Anticandidal Activity for C. albicans (mm: millimeter) 

P. brevicompactum 22   

P. chrysogenum 15   

   

Table II: Agar Diffusion Assay Results for non- albicans spp.  

Anticandidal Activity for Non -albicans (mm: millimeter) 

 P. brevicompactum P. chrysogenum 

C. dubliniensis 25  12 

C. parapsilosis 24  15  

C. glabrata 24  14 

C. tropicalis 24 14  

Culture filtrates of P. brevicompactum and P. 

chrysogenum were treated with proteolytic enzymes to 
determine whether the anticandidal activity was protein-
induced or not. Protein-induced anticandidal activity 
should be reduced or terminated after proteolytic cleavage. 

Comparison of the results with agar diffusion test revealed 
that P. brevicompactum has anticandidal activity derived 
from a non-protein (secondary metabolite). However, P. 

chrysogenum has protein induced anticandidal activity. 
These results shown in figure 1. 

 

 

Figure 1: Agar diffusion assay for C. albicans. A. Culture filtrate B. 
Culture filtrates were treated with trypsin / proteinase K.  

IV. DISCUSSION 

Filamentous fungi, especially Penicillium species, 
are the best sources of antimicrobial molecules. P. 

chrysogenum is known penicillin producer (6). In this study 
our isolate, P. chrysogenum A03, only produce 
antimicrobial protein. This situation may be due to the 
conditions which this isolate is grown and media 
composition. 

P. brevicompactum is compactin producer. 
Compactin is antifungal metabolite. At the same time, P. 

brevicompactum is also the source of metabolites in many 
different pathways (7).  

Today, the efficacy of anticandidal molecules used 
in various infections caused by Candida spp. is discussed 
(2). In our study, anticandidal activity from metabolite 
appears more effective shown in Table 1 and 2. However, 
anticandidal activity and toxicity studies of the two isolated 
species should be completed.  
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Abstract-Polyethylene glycol (PEG) is a covalent modification of 

biological macromolecules and a highly suitable polymer for 

surfaces in many biotechnical applications. The graphene oxide 

(GO) layer is designed to stabilize the shape of the phase change 

material studied for thermal storage of polyethylene glycol 

(PEG) during the solid-liquid phase change. Graphene oxide, 

which is the most remarkable support material of recent times, 

is widely used in polymer matrix because it supports thermal 

and structural properties. The TiO2 semiconductor 

photocatalyst has been used in many applications to improve the 

photocatalytic process. However, its wide band-gap range is the 

biggest disadvantage of TiO2. It is intended to improve the 

properties of both polymer matrix and semiconductor 

photocatalyst using graphene oxide as support material.  

For this purpose; RGO-TiO2-PEG nanocomposite structure was 

synthesized by using the solution casting technique and thermal, 

antibacterial and photocatalytic activities were investigated. 

Keywords- Polyethylene glycol(PEG), TiO2, reduce graphene 
oxide(rGO), nanocomposite 

I. INTRODUCTION 

For the last few years, the synthesis of thin film hybrid 
materials consisting of both organic layer and oxide layer has 
been developed with the aim of producing surfaces with 
special by-products. Such developed hybrid materials are 
known to have good thermal properties and high chemical 
stability for sensor applications for the detection of 
contaminants in thermoelectric applications or at very low 
concentrations of water samples(Drevet, Dragoé et al. 2016). 
Polymer nanoparticles have been found to have superior 
properties in terms of electrical, mechanical and thermal 
properties compared to conventional polymer types(Feng, 
Yin et al. 2013). In general, polymer composites consist of 
two or more components and two or more phases. The filling 
materials added in the polymer matrix allow the composite 
structure to have the desired properties by filling a certain 
volume within the structure(Szeluga, Kumanek et al. 2015). 
In general, composite materials consist of metal-nonmetal or 
organic-inorganic materials. Polymers are used as organic 
materials, and inorganic materials are used as semiconductor 
photocatalysts such as TiO2, WO3, CdS, ZnS, GaN, ZnO, 
In2O3 and BiVO4. As the TiO2 from the semiconductor 
photocatalysts exhibits excellent biocompatibility, high 
chemistry and unique photocatalytic properties, TiO2 has 
become an indispensable structure for many applications. 
TiO2, which is used in the photo-catalytic process, is widely 
used for the purpose of eliminating the toxic and undesirable 
organic components, the removal of waste water, the removal 

of dyes, the destruction of harmful bacteria and cancerous 
cells(Naghibi, Hosseini et al. 2014). TiO2 is a transition metal 
oxide chemically inert and stable. anatase, rutile and broxite 
have three different crystal structure. The anatase phase of 
TiO2 is much more photoactive than the rutile phase, because 
the surface area of the anatase is larger than the rutile. The 
preparation of a semiconductor thin film is the easiest way to 
facilitate semiconductor applications as a solar cell and 
photocatalyst in the degradation of harmful chemical 
compounds(Ritonga, Faiqoh et al. 2015). Recently, TiO2 
nanoparticles with excellent photocatalytic properties have 
been prepared and the biological applications of titanium 
dioxide nanoparticles prepared due to the excellent properties 
of these TNPs (titanium nanoparticles) are modified with 
biocompatible polymers. Polyethylene glycol (PEG) is a type 
of polymer that functionalizes the TiO2 surface. Ethylene 
glycol (EG) is known as repeating units in polyethylene 
glycol. PEG has superior safety record and is widely used in 
biotechnology, medicine(Rahim, Ghamsari et al. 2012). 
Polyethyleneglycol (PEG) is promising in the production of 
shape-memory materials with molecular weight due to their 
desirable properties such as high phase change enthalpy, 
chemical and thermal stability, biodegradable, toxic and non-
corrosive low vapor pressure and adjustable suitable melting 
temperature. However, the leakage of the liquid phase above 
the melting temperature Tm is the feedback of the PEG 
required to encapsulate containers, in particular marine-
controlled(Qi, Liang et al. 2014). In recent years, graphene-
based polymer nanocomposites have been combined to 
produce high value-added materials that combine the 
advantageous properties of the two components(Roussou and 
Karatasos 2016). Graphene has emerged as a 2D dimensional 
material with superior physical properties. Graphene is 
actively being researched for potential applications to affect 
quantum physics, nanoelectronic devices, transparent 
conductors and nanocomposites(Liu, Robinson et al. 2008). 
The graphene   history is a highly conjugated, two-
dimensional and monatomic nanocarbon material dating back 
to 1859. High Young's Modulus (~ 1100 GPa), high fracture 
strength (~ 12GPa), excellent electrical properties (~ 106S / 
cm), thermal conductivity (~ 5000W / mK), rapid mobility of 
load carriers (~ 200.000cm2 / Vs) and excellent features such 
as the original surface area(Ji, Xu et al. 2016). However, due 
to its oxygen functionality, it provides weak electronic 
conductivity. It is therefore intended to reduce the graphene 
oxide to increase the electrical conductivity by using reducing 
agents such as N2H4 and NaBH4, which are not very 
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environmentally friendly, or by refluxing  GO in DMF and to 
repair the hybrid network of GO(Xiao, Guo et al. 2016). 

In this study, rGO-TiO2-PEG structure was synthesized by 
supporting polymer matrix and semiconductor photocatalyst 
rGO. Investigation of the thermal, antibacterial, 
photocatalytic activity of the composite structure and the 
improvement of the rGO on the structure is aimed. 

III. MATERIAL AND METHOD 

a. Materials 

Graphite Powders(powder<45µm≥99.99%),  Sulfuric acid 
(H2SO4,95-97%), Sodium Nitrate(NaNO3), Potassium 
Permanganate(KMNO4),  TiO2 nanoparticles, : Polyethylene 
glycol (PEG, wt 8.000 powder) , Hydrogen peroxide (H2O2, 
%30). 

b. Synthesis of Graphene Oxide 

Graphene oxide graphite powder is synthesized according 
to the Hummer method. First 69 ml of sulfuric acid, 3 g of 
graphite powder, 1.5 g of NaNO3 were mixed in a 250 ml 
erlene. The solution was then placed in an ice bath to cool the 
temperature to 0 ° C. After the temperature dropped to 0 ° C, 
9 g of potassium permanganate (3/3/3) was added to the 
solution. After the addition of potassium permanganate, the 
solution was removed from the ice bath and put on hold to 
allow the temperature to rise to room temperature. Then, 138 
ml of ionized water was added and the mixture was stirred at 
98 ° C for 15 minutes, then 480 ml of water was added and 
30% H2O2 was added dropwise to oxidize the brown color to 
yellow. The resulting graphene oxide was washed several 
times with ethanol and ionized water to provide pH balance. 
The final stage is filtered and kept in a 60 ° C oven until it is 
completely dry. 

c. rGO Synthesis 

0.8 g of GO powders were dissolved in 400 ml of DMF 
under ultrasonication for 6 h.  After 6 hours of treatment, the 
rGO powders were filtered, washed with ethanol and water 
and dried in an oven at 60 ° C. 

d. rGO-TiO2 Synthesis of Nanocomposite Structure 

0.1 g of rGO powder was mixed with 10 ml of ethanol and 
20 ml of water and subjected to sonication for 1 hour. At the 
end of 1 hour of treatment, TiO2 nanoposicles in the form of 
0.2 g of anatase were added to the rGO solution and the 
solution was poured into petri dishes and dried in an oven at 
60 °C. Finally,  rGO-TiO2 nano-powders were obtained. 

e. Synthesis of rGO-TiO2-PEG Nanocomposite Structure 

1g Polyethylene glycol (PEG) is dissolved in 10 ml of ionized 
water at room temperature for 1 h by stirring magnetically in 
PEG water. In the second stage, 0.1 g of rGO-TiO2 structure 
was sonicated for 20 minutes in 20 ml of ionized water. At 
the end of the mixing, rGO-TiO2 structure was added 
dropwise to the PEG solution and after stirring for 1h at room 
temperature, poured into a petri dish and dried at 60°C. to 
give rGO-TiO2-PEG nano-powders. 

f. Characterization  Techniques 

Wide-angle X-ray diffraction(XRD) pattern of the samples 
was obtained under Cu-Kα radiation (ʎ=0.154 nm) under a 
voltage of 40kV and a current of 40 mA. Samples were 
scanned in the range of diffraction angle 2ϴ=2°-45° with a 
scan speed of 3°/min at room temperature. A SEM device was 
used to examine the structural properties of rGO/TiO2/PEG 
nanopowders 

IV. RESULTS 

a. . XRD Analysis 

It was observed that rGO / TiO2 / PEG nanocomposites 
yielded the diffraction peak of rGO at 2 ϴ = 10.281 in XRD 
graphs. However, after dispersing in the rGO PEG matrix, 
XRD peaks of rGO / TiO2 / PEG nanocomposites showed 
PEG diffraction peaks. The break peaks of rGO disappeared, 
suggesting that the crystallization of nanocomposites is well 
protected, sufficiently flaking, and that the GO layers are 
homogeneously distributed(Qi, Liang et al. 2014). 

b. SEM Analysis 

The morphologies of the PEG/rGO/TiO2 composites are  
characterized by TEM and SEM.  

The physicochemical properties of the nanocomposite 
obtained by the presence of TiO2 rGO which was used as 
PEG matrix and photocatalyst was determined. Accordingly, 
a dense and tightened layer was formed by the addition of 
rGO into the matrix(Mansourpanah, Shahebrahimi et al. 
2015). It was observed that there was no phase separation in 
PEG matrix and PEG chain was mixed well with rGO 
plates(Xiong, Chen et al. 2015). 

V. CONCLUSION 

TiO2 nanoparticles in the anatase form were synthesized 
using PEG storage material and supplemented with rGO 
using rGO / TiO2 / PEG nanocomposite solution casting 
technique. PEG has been shown to affect the sol-gel reaction 
and crystallization process of TiO2 nanoparticles. To ensure 
a good size distribution of the polyethylene glycol, it must 
first be dissolved in ionized water, as it is due to the fact that 
the PEG is a surface-active substance, thus preventing the 
formation of TiO2 nanoparticles on the surface. 

In this study, the wide band-gap range of TiO2, which is a 
semiconductor photocatalyst using rGO support material, has 
been reduced, used as rGO support material for energy 
absorption and photo-thermal energy conversion. 
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Abstract: Although there are many components of the road 

construction the asphalt which is the showcase part of the work 

is always more privileged. Asphalt, the top layer of the road, is 

manufactured in asphalt plants as an industrial product with its 

recyclability. Asphalt plants are being modernized every day 

with technology indexed. In addition to this modernization, 

renewable energy use, recycling and energy saving issues are 

now frequently mentioned. In these matters, the social state has 

a duty to set an example and guide to society. In this context, a 

detailed energy study was carried out as the first step for energy 

saving in the Asphalt Plant of the 18th Regional Directorate of 

Highways (Kars). 

In the scope of the study, flue gas analyzes were performed 

for hot oil boiler and dryer unit. In addition, energy losses were 

calculated via thermal imaging for hot oil boiler and dryer unit. 

The operating characteristics of the electric motors in the plant 

have been determined by energy analyzers. As a result, 

according to the average energy consumption and cost data of 

the years 2015-2016, the total energy input of the asphalt plant, 

including heat and electricity energy, was calculated as 

8.167.967.585,79 kcal and the energy loss was calculated as 

1.111.395.999,56 kcal. This amount of energy loss corresponds 

to approximately 15%. 

Keywords: Asphalt plant, flue gas, energy consumption, 

energy 

I. INTRODUCTION  
Energy analysis; It is the first and most important step of 

an effective energy management in order to minimize energy 
costs and achieve energy efficiency. In our country, the legal 
infrastructure has been prepared by the Energy Efficiency 
Law No. 5627 published in the Official Gazette dated 
02/05/2007 and numbered 26510 and by the Regulation on 
Increasing the Efficiency in the Use of Energy Resources and 
Energy published in the Official Gazette dated 27/10/2011 and 
numbered 28097. Related to the subject; Özsoy (1997) 
examined an asphalt storage facility with a thermal oil boiler 
of 750.000 kcal/h having heat capacity. The time required for 
the heating of the AC150-200 bitumen stored in tanks to 150 
oC was calculated as 31 hours[1]. Yonar (2007) compared the 
production stages, performance and capacities of asphalt 
plants used in road superstructure studies. As a result of this 
comparison, the weighted asphalt plants are more 
advantageous in terms of feeding, mixing and storing the 
mixture compared to continuous type asphalt plants[2]. 
Rodriguez-Alloza et al. (2015) stated that warm mix asphalt 
has recently been instead of hot mix asphalt, and the warm 
mixture is carried out by adding organic or chemical additives 
to the bitumen asphalt or by water based emission 
applications. In this study, the benefits of bitumen in terms of 

fuel savings, emissions and environmental impacts are stated 
due to be heated at 30-40oC lower temperatures instead of 
160-170oC, which is the regime temperature value[3]. Huchet 
et al. (2016) investigated the effects of the thermophysical 
parameters of the asphalt plant on the asphalt components in 
the drier unit of a drum-mix asphalt plant. In the drying unit, 
both the drying of the aggregate and the bitumen spraying are 
carried out. In this study, the effects of the thermophysical 
events in the drier were investigated with the temperature 
sensors placed on the drier unit, the hot mix asphalt, the warm 
mixture asphalt and the hot mix asphalt products with 20% 
recycled asphalt[4]. Sivilevičius et al. (2017), using 
mathematical programming techniques to determine the 
optimum content of the components of the asphalt mixture has 
revealed various algorithms. These principles are based on 
three basic principles of these principles; minimum bitumen 
content, low cost of aggregate, technological requirements for 
the production of asphalt mixture[5]. 

Within the scope of this study, the related Asphalt Plant 
and its units were briefly given and the energy consumption 
and costs of 2015 and 2016 were presented as data. In 
addition, consumption and cost information is supported by 
graphs. It has been determined that the energy consumption in 
the asphalt plant is realized under the headings of electricity 
and heat energy. The heat energy was obtained by burning 
liquefied natural gas (LNG) in the burner. In the light of this 
information, the energy consumption of each unit in the 
asphalt plant was examined and energy losses were calculated 
by making detailed measurements in the units where energy 
was consumed extensively. 

II. MATERIAL AND METHOD 

A.  Investigation of Industrial Plants Energy Consumption 

Energy consumption of the facility was evaluated as 
electricity and LNG. In 2015, 794,14 TEP energy was 
consumed and a cost of TL 1,577,371,67 was generated. In 
2016, 653.63 TEP energy was consumed and a cost of 
1.226.257.56 TL was realized. 
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Figure 1. Comparative graph of energy consumption in 2015 and 2016 

When energy consumption is analyzed, there is an increase 
and decrease in 2016 compared to 2015. Here, it is clear that 
the change in production amounts has an effect. The units with 
intensive energy consumption are as follows. 

• Hot Oil Boiler: The facility has 3 pieces of 50 tons 
capacity Bitumen tank, 2 units of 50 Sm³ capacity LNG tank 
and a 500,000 kcal/h thermal oil boiler with the capacity to 
increase the bitumen to the desired temperature during the 
production. The superheated oil boiler is used to increase the 
bitumen to 150-170 0C set values before the production starts. 

. 
Figure 2. Hot oil boiler. 

• Dryer Unit: It is the unit in which the aggregates are taken 
from the cold aggregate silos in desired size and weight. The 
drier unit is a cylindrical industrial oven with a diameter of 
2000 mm and a length of 8000 mm. The outer surface of the 
dryer unit is covered with a 100 mm thick insulation material 
(stone wool) and the vanes are placed to mix the aggregates. 
The dryer unit is mounted with an angle of 5% (slope) to 
transport the aggregates to the hot aggregate elevator. 

The dryer unit is rotated around its axis by rotating drums 
with an electric motor drive of four points 11 kW. By the 
flame obtained from the burner in the outlet of the dryer unit, 
the aggregates are dried and brought to the desired 
temperature value. When the dryer unit is poured into the inlet 
port, the gases formed by the combustion of the dust and 
burner are vacuumed by the filter fan and sent to the filter by 
the dirty gas channel located at the top of the inlet.120 tons per 
hour plant, 5% according to humidity rate max. It has an 
industrial type burner with a heat capacity of 9,974,208,00 
kcal/h. The capacity of the dryer burner fan electric motor is 
18.5 kW. 

 
Figure 3. Dryer unit. 

 
Table 1. Technical characteristics of the dryer unit and burner 

Technical Spesifications  

Length of the dryer (mm) 8.000 
Diameter of dryer (mm) 2.000 
Dryer burner brand and model Baltur TS 36N-D 

ME/L 
Constructor burner capacity Min-
Max (kW) 

4800-11600 

Desiccant burner fan motor (kW) 18,50 
 
• Electric Motors: Electricity consumption at the asphalt 

plant was carried out; superheated oil pump in the hot oil 
boiler room, flat belt and inclined belt electric motors, dryer 
burner fan and dryers rotating motors, mixer reducer motors, 
chimney fan and drive motor of asphalt pump. Images of 
electric motors in the asphalt plant are presented in Figure 4. 

 

 
Figure 4. Electric motors in asphalt plant 

One of the important points to be taken into consideration 
in the energy consumption of electric motors is the analysis 
of the speed control to the motors operating at long and 
variable load. Table 2 shows the power and efficiency 
information of the electric motors in the asphalt plant. 
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Table 2. Power and efficiency data of electric motors in asphalt plant 

Portion Quantitiy Power 

(kW) Speed Cont. Eff. 

Class 

Cold Silo Six Flat Tape 
Elect. Engine 

4 3 Available EFF2 

Inclined Belt Electric Motor 1 4 Unavailable EFF2 

Filter Flue Outlet Fan Motor 1 75 Unavailable EFF2 

Burner Fan Motor 1 18,5 Unavailable EFF2 

Asphalt Pump 1 7,5 Unavailable EFF2 

Dryer Rotary Motor 4 11 Unavailable EFF1 

Mixer Motor 2 30 Unavailable EFF2 

Elavator Electric Motor 1 18,5 Unavailable EFF2 

 

B. Research Findings and Discussion 

It has been determined that the heat losses in the asphalt 
plant are intensely realized in the hot oil boiler and dryer unit. 
Measurements were made to obtain the heat losses from the 
unit surfaces in order to calculate the combustion efficiency of 
the hot oil boiler and dryer unit. In Fig. 2, the hot oil boiler and 
in Fig. 3, thermal camera images of the dryer unit are included. 

 

 

 
Figure 5. Surface thermal imaging of hot oil boiler. 

 
Figure 6. Surface thermal imaging of drying unit. 

The exhaust gas emission values resulting from 
combustion in the hot oil boiler and dryer unit are important 
parameters used to calculate the combustion efficiency of the 
unit. At this point, the combustion efficiency can be obtained 
with the calculations to be made depending on the values 
taken from the chimneys. In Table 3, the hot oil boiler and in 
Table 4, the dryer unit flue gas measurement values are 
presented. 

Table 3. Flue gas measurement results of hot oil boiler 

Hot Oil Boiler  Flue 

Gas 

Temp. 

(°C) 

 

CO 

(ppm)  

 

O2 

(%)  

Ambient 

temp. (°C) 

Measurement-1 321  5  9,7  12  
Measurement-2 314  4  9,7  8  
Measurement-3 315,5  4  9,7  9  
Average 316,8  4,3  9,7  9,7  

 
Table 4. Flue gas measurement results of the dryer unit 

Dryer Unit  Flue Gas 

Temp. 

(°C)  

 

CO 

(ppm)  

 

O2 

(%)  

Ambient 

Temp. 

(°C)  
Measurement-1 186,1 4,7 9,6 12  
Measurement-2 185,7 4,1  9,6  8,5 
Measurement-3 184,3  4,0 9,6  10 
Average 185,3  4,26 9,6  10,16 

 
The ideal emission values for flue gas in a natural gas boiler 
are shown below; 
O2 (%)  : 1 - 4,5  
CO (%) : 9,5 - 11,5  
Flue gas temperature: 160 °C 
 

When the data above is examined, for the hot oil boiler 
and dryer unit; The O2 value is higher than the limit value. It 
also appears that the flue gas temperatures are far above the 
required temperatures. 

 

  



 

219 

Figure 7. Hot oil boilers burner fans power consumption. 

 

Figure 8. Dryer units burner fans power consumption. 

Electricity consumption among the electric motors in the 
asphalt plant is the most important part of the filter outlet. The 
related electric motor is connected in a star-delta shape. In 
addition, electric motor fan connection is in belt pulley 
system. The flap system is used for flow control.  

Table 5. The technical characteristics of the fan electric motor.  

Brand and model Gamak GM 280-94 

Yield Type EFF2 

Cos φ  0,87 

Voltage Δ 380- Y 440 Volt 

Frequency 50-60 Hz 

Transfer 1475-1770 re /min 

Current 140 -140 A 

Power 75 kW 

In the fan motor at the outlet of the filter shaft, 
measurements were taken with the energy analyzer to see the 
operating characteristics. The power consumption of the 
burner fan motor is shown in Figure 9. 

 

Figure 9. Filter flue output fan motor power consumption. 

As a result of these measurements, it was found that the 
average power consumption was 19.3 kW. This fan motor 
with a power consumption of 75 kW operates at a load of 
25%. 

III. RESULTS AND SUGGESTIONS 

A. Heat Loses In Hot Oil Boiler 

•The average fuel consumption of the hot oil burner is 
101.5 Sm³/hour and the energy obtained of the hot oil boiler 
is 912.549,96 kcal per hour. 

• The hot oil burner operates an average of 605.67 hours 
per year. 

• An average of 61.475.37 Sm³ LNG is used annually in 
the hot oil burner to produce 552.702.920.54 kcal energy in 
the hot oil boiler. 

• The average loss of energy obtained in the hot oil boiler 
is 163.255.19 kcal per hour and 98.878.552.48 kcal per year 
by dry flue gas. 

• Due to the humidity in the flue gas some of the energy 
generated in the hot oil boiler is lost. The energy loss is 
33,855,60 kcal per hour and 20,505,278,35 kcal per year. 

• A significant amount of the energy obtained in the hot 
oil boiler is lost by the heat loss of the boiler surface at an 
average of 7.839.20 kcal per hour and 4.747.957.84 kcal of 
energy per annum. 

• The total energy loss in the hot oil boiler is 204.949.99 
kcal per hour and the average annual amount is 
121.131.788.68 kcal. This rate is around 23%. 

B. Heat Loses In Hot Oil Lines 

• The heat transferring from the hot oil boiler to the hot 
oil, the bitumen in the bitumen tanks, the valves on the 
bitumen lines and the bitumen pump in the mixing unit are 
heated. 

• The amount of heat transferring from hot oil boiler to 
hot oil is 707.599.97 kcal per hour and it is 428.571.131,86 
kcal per year. 

• Some of the energy transferred to the hot oil is lost 
through the serpentine pipes. This amount is approximately 
7.839.20 kcal per hour and an average of 4.747.957.84 kcal 
per year. 

• About 1% of the heat from the hot oil to the bitumen 
storage tanks is lost.  

 
C. Heat Loses In Bitumen Storage Tanks.  

• The present mixture  in the bitumen tanks used in the 
production of asphalt is heated through the heat transferred 
from the hot oil.   

• The amount of heat transferring through the bitumen 
storage tanks is 660,727.22 kcal per hour and the average 
amount of heat per year is 400.181.775.71 kcal. 

• The energy transferred from the hot oil to the bitumen 
storage tanks is lost an amount of 27.917,04 kcal per hour and 
the average annually 16,908,476,49 kcal. 

• The amount of energy passing into the bitumen is 
632,810,18 kcal / h per hour and an average of 
383,273,299,23 kcal per year. Also the amount of lost energy 
is around 4%.  

552.702.920,54 kcal heat energy generated as a result of 
burning LNG in hot oil boiler is subjected to 169.429.621.31 
kcal loss due to the reasons mentioned above and is given to 
bitumen as 383.273.299.23 kcal energy. During this process, 
approximately 31% of the energy is lost. The energy flow 
diagram in the hot oil boiler is shown in Figure 10. 
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Figure 10. Energy flow diagram for energy amounts and energy losses 
obtained by LNG in hot oil boiler 

D. Heat Loses In Dryer Unit 

• The average fuel consumption of the dryer unit burner is 
778 Sm³/hour and the generated energy in the dryer unit is 
6.994.717.92 kcal/h per hour. 

• The dryer unit burner operates an average of 1060.33 
hours per year. 

• The dryer unit burner uses an average of 721.650,32 Sm³ 
LNG per year and a desiccant unit of 7.416.704.511.25 kcal 
is obtained. 

• A significant portion of the energy obtained in the drying 
unit is lost through the dry flue gas. This loss is 700.171.26 
kcal per hour and an average of 742.412.121.58 kcal energy 
loss per year. 

• Due to the humidity in the flue gas some of the energy 
generated in the dryer unit is lost. The energy loses 
171.370.59 kcal/h per hour and average energy loss of 
181.709.260.53 kcal per year. 

• A significant amount of the the energy obtained from the 
drying unit is lost through heat loss of the dryer surface. The 
lost amount is 4.229.72 kcal/h per hour and the average 
energy loss is 4.484.896.14 kcal per year. 

• Total energy loss in the dryer unit is 885,771,57 kcal/h 
per hour and an average of 658,606,278,25 kcal per annum. 
This rate is around 9%. 

• The heat energy is transferred to the aggregate to be used 
in the production from the drying unit. This amount is 
6.118.946.35 kcal / h per hour and the annual average is 
6.488.098.233,00 kcal. The energy flow diagram in the dryer 
unit is shown in Figure 11. 

 

 

Figure 11. Energy flow diagram for energy quantities and energy losses 
obtained by LNG in dryer unit 

E. Electrical Loses 

• Electrical energy losses mostly occur in the compressor 
and filter fan electric motors. Other electrical motors in the 
plant have not detected any significant energy loss due to the 
application of inverters. 

• The average amount of electricity used in the plant is 
230.883,90 kWh.  

• The energy loss due to the compressor operation is 
8,943,00 kWh.  

• Depending on the operation of the filter fan electric 
motor, the consumption energy is 6.592,00 kWh.  

• Total electrical energy loss of the plant is 13.360.100.00 
kcal. This amount is approximately 7% of the total average 
electrical energy used. 

• Total energy input, including heat and electrical energy in 
the plant, is 8.167.967.585.79 kcal and energy loss is 
1.111.395.999.56 kcal. This corresponds to a ratio of 
approximately 13%. 
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Abstract-Public ownership of 99% of Turkey’s forests 

is the reason for state agency–based employment in the 

forestry field. In recent years, the schools offering short-

term training, which were important for meeting the 

needs of forestry staff, were abandoned, and policies were 

developed for graduates of vocational schools located 

within the forestry and forestry products department for 

employment by forestry organizations. Besides the 

qualifications and training strategies of the forestry 

departments in many different regions, a limited number 

of employment opportunities have led to problems in the 

field of vocational education. 

This study contains qualitative research that 

determined the education that students in the forestry 

department receive, the professional expectations, and 

the adequacy of the training received by the graduates 

from this sector who are employed in state forest 

enterprises in meeting professional expectations. In this 

context, students in relevant departments and employees 

who graduated from these departments surveyed about 

lecturers, lectures, legislation, safety regulations, and the 

efficiency of field training. 

In this study, some potential points of discussion 

received from the students and employees were solicited, 

such as whether there are too many theoretical courses in 

the forestry department and too little practice in the field, 

and whether there is enough technical information 

provided about legislation and safety issues. 

 

Keywords-Forestry, Vocational Schools, Vocational 

Training, Employment. 

I. INTRODUCTION 

The public owns 99% of the forests in Turkey, which are 
governed by the central and provincial organizations of the 
General Directorate of Ministry of Forestry and Water Affairs 
(General Directorate) [1]. The vocational training for a forest 
guard officer began in 1952 with the opening of the Forest 
Guard Officer School, and it continues in the forestry 
department within the university’s vocational school [2]. This 
field carries enormous potential because it corresponds to 
approximately one-third of the staff of the General 

Directorate [3], and the number of schools providing 
corresponding training have significantly increased. 

It is clear that modern forestry activities under the General 
Directorate can be governed with high efficiency and suitable 
methods only as long as staff has sufficient knowledge and 
experience [3;4]; however, it is also apparent that without 
providing enough technical and academic infrastructure, 
students who began their education in forestry and forest 
products will never have the necessary knowledge and 
experience to govern.  

There are many studies that report on how crucial it is for 
institutions to provide vocational training by considering the 
requirements in specific employment areas and cooperating 
with the corresponding sector [5;6]. The aim of our study was 
to solicit the opinions of forestry organization staff who 
graduated from the Forestry and Forest Products Department 
on the vocational training they received.  

II. MATERIALS AND METHODS 

The sampling universe of this study was sophomore-year 
students and graduates of the Forestry and Forest Products 
Department of the Gümüşhane Vocational School of Higher 
Education, Gümüşhane University, Turkey. The graduates 
are employed within the forestry organization. The study 
method was used to describe the current educational 
situation, and qualitative data were obtained [7]. The data 
were collected through semi-structured interviews conducted 
with 12 current students and 8 graduates of the corresponding 
department who work in Amasya, Kastamonu, Denizli, 
Ankara, and Bolu Regional Directorates of Forestry under 
Turkey’s General Directorate of Forestry. Data were 
collected using 10 survey questions divided into 3 main parts 
that related to training sufficiency, training needs, and 
suggestions for improvement.  

III. RESULTS AND DISCUSSION 

Through direct interviews, opinions of the students and 
graduates of the Forestry and Forest Products Department 
were provided on the training curriculum, the knowledge 
needed in the working office, and the expectations of the 
forestry organization. The data collected are provided in 
Table 1.
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Table 1. Opinions of the students and graduates of the Forestry and Forest Products Department on training received.

 

Surveyed 
Group Answers 

In general, 
was the 

training you 
received in 
vocational 

school 
sufficient for 

the work? 

Was 
your 

theore
tical 

trainin
g 

suffici
ent? 

Was 
your 

practica
l 

training 
sufficie

nt? 

Is the process 
of internship 
sufficient? 

Was the 
training you 

received 
sufficient 

for the 
entrance 

examination 
for the job? 

Was the 
training 

you 
received, 
and the 

knowledge 
required 
for your 

job 
compatible

? 

Was your 
training 

related to 
occupatio
nal safety 
sufficient

? 

Had you 
previously 

experienced 
personal 

protective 
equipment in 

your 
workplace? 

Should the 
opinion of the 

staff of the 
forestry 

organization 
be taken into 
consideration 

when 
preparing the 
curriculum? 

Students 
Yes 10 5 2 7 5 6 6 3 12 
No 2 7 10 5 7 6 6 9 0 

Guard 
Officers 

Yes 8 8 0 3 5 6 0 0 8 
No 0 0 8 5 3 2 8 8 0 

The participants who currently work as forest guard 
officers reported that courses in the following subjects should 
be included in the theoretical curriculum: forestry-related 
laws and application-oriented legislation, the tasks and 
responsibilities of the forest guard officers, forest fires, 
production, tree marking/stamping, job knowledge, and 
occupational safety. 

According to the study results, the students and graduates 
of the vocational school generally considered their training to 
be sufficient. These results are similar to those of the study 
done on students of the Forestry Department of the 
Vocational School of Süleyman Demirel University [2] and 
the students of the Forestry Department of the Forestry 
Faculty of the same university [8].  

On the other hand, the employed graduates pointed out 
insufficiencies in the training received through the vocational 
school. The same participants stated that the internship 
program, in which theoretical knowledge is applied in a 
practical context, was also not satisfactory. 

IV. CONCLUSION AND SUGGESTIONS 

The conclusions reached in this study stem from the fact 
that the student internship period coincides with the very busy 
period within the forestry organization, when production and 
field practices are intense. Even though this provides the 
students with an opportunity to closely monitor these 
practices, the number of staff who can allocate time to the 
students is very low and restrictions on participating in 
fieldwork results in negativity regarding the efficiency of the 
internship program. 

The results indicate that the graduates find the training 
insufficient in terms of occupational safety and personal 
protective equipment. On the other hand, according to ~50% 
of the students, the training regarding these two subjects was 
sufficient. These results can be interpreted to mean that the 
curriculum does not adequately include the corresponding 
subjects, the students are unable to clearly evaluate the 

requirements of the workplace, and/or the field practices on 
these subjects are not sufficient.  

Both the students and graduates believed that the opinions 
of the staff of the forestry organization should be considered 
when preparing the curriculum. Both groups of participants 
believed that education and work life should be compatible.  

From our findings, the following suggestions can be made 
to reduce the problems the graduates of the vocational school 
confront work life on the job and to train forestry technicians 
in the qualifications expected by the forestry organizations of 
Turkey: 

 The theoretical courses should be oriented to the 
application and should be managed with the 
cooperation of State Forest Enterprises during 
weekly, monthly, and semester periods. 

 The internships should be evaluated with previously 
determined scales and controlled activity should be 
increased. 

 The curriculum should contain courses on the laws 
pertaining to forestry and the legislation relevant to 
the situations that can arise in the workplace. 

 The curriculum should include courses on the 
increasingly important subject of occupational 
safety, and field practices should support this course. 
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Abstract-Scots pine (Pinus sylvestris) is the third most 

common pine found within the pine forests of Turkey. 

Because of their status, the biotic and abiotic factors that have 

a negative impact on this species are significant. Mistletoe 

(order: Santalales) is a semi-parasite plant that affects the 

growth and increment of Scots pine, fir (Abies), and all 

deciduous tree species under many conditions. 

Our study was conducted in the natural regeneration and 

afforestation area of the Gümüşhane region, Turkey. While 

selecting the areas to study, our priority was that there would 

be no significant differences in growth conditions for Scots 

pine. From each area, two healthy and two mistletoe-infected; 

eight young Scots pine were selected for study. The trunk of 

the trees was analyzed and the vertical growth rates were 

investigated. In addition, whether there was any correlation 

between the Erinç index and vertical growth rate was 

determined.  

At the end of the study, we determined that the regional 

climate has a more negative impact on young Scots pine 

growth than mistletoe. 
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I. INTRODUCTION 

The total acreage in Turkey comprises 28.6% forest. 
These forests are composed of 33% deciduous trees, 48% 
coniferous trees, and a 19% mix of both types. [1]. There 
are many abiotic and biotic factors that affect Turkey’s 
forest trees, and semiparasites are one of the most 
significant of these factors. 

Mistletoe is an evergreen semi-parasitic plant that 
grows on the trunk and branches of trees and contains 
chlorophyll for photosynthesis [2]. The plant creates 
dryness within the host, making it more vulnerable to 
insects, fungi, and similar secondary pests and causing the 
host to lose its vital biological functions. [3] Although 
mistletoe is considered to be a pest in Scots pine stands, it 
has important medicinal properties, which is why the fight 
to eradicate this plant is an unclear phenomenon in forestry 
management [4]. 

The aim of this study was to uncover whether mistletoe 
impacts the vertical growth rate of Scots pine trees in 
natural regeneration and afforestation areas by analyzing 
the characteristics of tree trunks. 

II. METHODS 

Studies were conducted within the borders of the 
Gümüşhane Forest Directorate natural regeneration and 
afforestation regions in Turkey. The area lies between 
40º32' and 40º14' north latitudes and 39º56' and 40º20' east 
longitudes in Gümüşhane Province. To amplify the 

differences in natural regeneration and afforestation, the 
selected areas were under the same growth conditions for 
Scots pine. 

The Erinç index was used to determine the climatic 
properties of the study area. The index depends on the ratio 
between annual precipitation and annual average 
maximum temperature within a region (1). For calculating 
the Erinç index, the precipitation values within the study 
area over the last 20 years was obtained from the Turkish 
State Meteorological Service. 

Im= P
Tom

 ,        (1) 
 
where Im  is the precipitation index, P is the annual 
precipitation (mm), and Tom  is the annual average 
maximum temperature (°C). After calculating the 
precipitation index, the following table based on the Erinç 
index was used to determine the types of climate within the 
study area (Table 1). 
 
Table 1. Types of the climates according to the Erinç 
index*.  

Climate 
Class 

Precipitati
on Index Vegetation 

Completely 
Dry Im < 8 Desert 

Dry 8 < Im Desert-Steppe 

Semi-Dry 15 < Im < 
23 Steppe 

Semi-Wet 23 < Im < 
40 Park-Like Forest 

Wet 40 < Im < 
55 Wet Forest 

Extremely 
Wet 55 < Im Very Wet Forest 

*[5] 
 

From the study areas, trunk analyses were conducted on 
two healthy and two mistletoe-infected trees from each 
region, for a total of eight trees, to determine the 
differences in growth and increment (per-year growth at a 
specified age). The distribution of the trees for trunk 
analyses is provided in Table 2. 
Table 2. Distribution of the analyzed trees (D stands for “doğal” means 
natural in Turkish, and A “ağaçlandırma” means afforestation in Turkish).  

Regeneration 
Type 

Mistletoe Infection 
Present Absent 

Natural D1, D2 D3, D4 
Afforestation A1, A2 A3, A4 
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The sample trees were cut down in the field and 

separated into different sections. Cross sections were taken 
from lowermost 0.30 m high sections. For each tree, the 
number of rings on the 0.30-m-high cross sections were 
counted, and the age of a corresponding tree at a height of 
0.30 m was added to calculate its age. Using MS Excel, the 
height–age curve for each tree was created. Using this 
curve, the height a tree reaches in 5-year-intervals was 
calculated, and using these values, the average increment 
for each tree was determined. 

III. RESULTS AND DISCUSSION 

The determined average increment rates for Scots pine 
individuals from the tree trunk analyses are provided in Fig. 
1 for the afforestation area and in Fig. 2 for the natural 
regeneration area. 

 

 
Figure 1. General average increment values for trees in the afforestation 
area calculated by tree trunk analyses. 
 

 

 
Figure 2. General average increment values for trees in the natural 
regeneration area calculated by tree trunk analyses. 
 

From the graphs, it is apparent that vertical growth rate 
decreases in both healthy and mistletoe-infected trees, and 
that mistletoe has no significant effect on this rate. In 
addition, according to the Erinç index, the climate type 
within the region is semiarid. According to the literature, 
the vertical growth rate decreases from dry to wet regions 
and, when field stress is considered, the growth rate in trees 
facing north is lower than in those facing south [6]; 
however, even in south-facing stands, if the climate is not 
humid enough, growth rates decrease. The fact that these 

areas are not humid enough and the fields faced south 
explains why the growth rate was decreasing. 

IV. CONCLUSIONS AND FUTURE 
SUGGESTIONS 

The effects of mistletoe, the growth conditions in the 
region, and the regional climate on the development of the 
Scots pine stand were examined using an analysis of tree 
trunk characteristics. The mistletoe had no negative effect 
on the trees, based on the data obtained from healthy and 
infected individuals; however, but both the regional 
climate and growth conditions are factors that affect 
growth rate. Although the mistletoe had no negative effect 
on growth rate, the plant is still considered to be 
semiparasitic because it degrades the trunk quality of 
individual trees. In addition, because mistletoe is important 
in medicine and is a significant forage for livestock, it can 
be classified under nonwood forest products; therefore, not 
only can the villagers in the area find employment 
opportunities in the industry, but also the positive results 
can enhance the management of mistletoe stress on trees 
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Abstract: Road transport is one of the most important 

parameters of industrialization. The argument of a comfortable 

transportation is asphalt, which is the upper layer of the road. 

With the development of technology and the decrease in 

production costs, the number of asphalt plants used in asphalt 

production is increasing day by day. Energy saving has an 

important place in scientific research. A significant portion of 

the energy used in industrial facilities belonging to public and 

private sector, such as asphalt plant facilities, is lost and 

increases the costs of asphalt production. Increasing energy cost 

per unit product due to lost energy causes serious damage to 

country economy. In this study, a detailed energy management 

and efficiency investigation was carried out in the asphalt plant 

of the 18th Regional Directorate of Highways (Kars). In the 

scope of the study, flue gas analyzes were performed for hot oil 

boiler and dryer unit. In addition, thermal imaging is done for 

the hot oil boiler and dryer unit. The operating characteristics 

of the electric motors in the plant have been determined by 

energy analyzers. As a result of these measurements, 

calculations have been made according to measurement points 

and energy losses have been determined. As a result, it is 

calculated that 29,25 TEP energy will be gained by the 

implementation of the mentioned projects. 4.58% of the savings 

is caused by electricity and 95.42% by LNG consumption. 

Furthermore, there will be 91,90 tons less CO2 emissions to the 

environment. 

Keywords:  Asphalt plant, flue gas, energy consumption 

I. INTRODUCTION  
Energy is one of the main concepts of engineering as a 

value that can be transformed into the work. Energy efficiency 
and energy management are the main issues that should be 
examined due to decreasing energy sources and increasing 
energy costs in our world where technology is developing 
rapidly. In our country, the most important stage regarding 
energy efficiency and energy management was recorded with 
the Energy Efficiency Law No. 5627 published in the official 
newspaper dated 02/05/2007 and numbered 26510. This law 
was followed by the Regulation on Increasing the Efficiency 
of Energy Resources and Energy Usage published in the 
official newspaper dated 27/10/2011 and numbered 28097. 
Republic of Turkey in relation to the subject depending on the 
Ministry of Energy and Natural Resources 02/11/2011 date 
and 28103 (bis) numbered Official Gazette published in 
Renewable Energy by Decree Law No. 662 established 
General Directorate. Thus, studies have been started in order 
to raise awareness about the efficient use of energy in industry 
and houses. Energy efficiency should not be perceived as 
energy saving by reducing production and living comfort. 
Explains the standard of living and service quality in buildings 

and energy savings per unit of service or product quantity 
without leading to a decrease in the quality and quantity of 
production in industrial enterprises. 

Mumlu (2008) has designed various energy saving 
projects by making measurements in these factories to save 
energy costs to the lowest levels. As a result of these 
applications, a total of 7.926.305,00 kWh/year energy saving 
will be made from 6.875.789,00 kWh/year natural gas and 
1.050.516,00 kWh/part of electricity, 51.084.968,00 
kWh/year of which is the annual energy consumption of the 
factory of 15%[1]. Özkök (2010) has listed the applications 
required to reduce energy consumption at the Ankara Sheraton 
Hotel and Conference Center. The first investment costs, 
annual energy gains and repayment periods of these 
applications are calculated and an annual energy gain of 
870.733,00 TL will be calculated for the first investment cost 
of 2.582.701,00 TL. The repayment period of these 
investments is estimated as 3,026 years[2]. Acar (2012) stated 
the practices related to energy efficiency at the Ankara 
Turkish Tractor Factory; When the initial investment costs, 
annual energy gains and repayment periods of these 
applications are compared, it is calculated that there is an 
annual energy gain of 2.205.076,00 TL for the first investment 
cost of a total of 617.360,00 TL in the system. The repayment 
period of these investments is foreseen as 3.81 years[3]. The 
energy losses were determined by Arkat (2013) at an airport 
and the total cost of the applications required to prevent energy 
losses was calculated as TL 970.796,00 and the annual energy 
saving amount was 579.099,00 TL[4]. Kemaloğlu (2014) 
made an energy analysis of the Erzurum Sugar Factory's 
power plant, determined the points where energy losses were 
high and offered solutions in the framework of his calculations 
and stated that because of these practices, he could make a 
profit of TL 959,758,094 in the factory[5]. In an industrial 
enterprise in Kayseri, which employs more than a thousand 
employees, Bulanıkoğlu (2014) determined the air surplus 
coefficient and distribution of the gases formed because of the 
flue gas analysis in order to increase the energy efficiency. As 
a result of different applications, it was stated that the savings 
made in the quarter were 19,17% fuel saving and the 
repayment period was expressed as 17 months[6]. 

In this study, the energy expenditures of the related 
Asphalt Plant in 2015 and 2016 were analyzed and annual 
energy consumption was calculated. Studies on energy 
management for the facility will be examined. A detailed 
energy study was conducted based on this research and 
investigations. During the energy study, detailed 
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measurements were made at all energy consumption points in 
the facility. In terms of energy efficiency; To minimize energy 
losses and to increase efficiency, the proposed solutions and 
the approximate costs of these solutions are presented. An 
energy management is discussed in the light of energy losses, 
solution proposals and necessary measures. 

II. MATERIAL AND METHOD 

A.  Investigation of Industrial Plants Energy Consumption 

Energy consumption of the facility will be evaluated as 
electricity and LNG. In 2015, 794,14 TEP energy was 
consumed and a cost of TL 1.577.371,67 was generated. In 
2016, 653,63 TEP energy was consumed and a cost of 
1.226.257,56 TL was realized. 

 
Figure 1. Comparative graph of energy consumption in 2015 and 2016 

In 2016, energy consumption is seen as an increase and 
decrease compared to 2015. Here, it is clear that the change in 
production amounts has an effect. The intensive units of 
energy consumption are as follows; 
• Hot Oil Boiler: The facility has 3 pieces of 50 tons capacity 
Bitumen tank, 2 units of 50 Sm³ capacity LNG tank and a 
500,000 kcal / h thermal oil boiler with the capacity to bring 
the bitumen to the desired temperature during the production. 
The superheated oil boiler is used to bring the bitumen to 150-
170 0C set values before the production starts. 
• Dryer Unit: It is the unit in which the aggregates are taken 
from the cold aggregate silos in desired size and weight. The 
drier unit is a cylindrical industrial oven with a diameter of 
2000 mm and a length of 8000 mm. The outer surface of the 
dryer unit is covered with a 100 mm thick insulation material 
(stone wool) and the vanes are placed to mix the aggregates. 
The dryer unit is mounted with an angle of 5% (slope) to 
transport the aggregates to the hot aggregate elevator. 

The dryer unit is rotated around its axis by rotating drums 
with an electric motor drive of four points 11 kW. By the 
flame obtained from the burner in the outlet of the dryer unit, 
the aggregates are dried and brought to the desired 
temperature value. The gases formed as a result of the burning 
of the aggregates from the inlet of the dryer unit and the gases 
formed as a result of the combustion in the burner are 
vacuumed by the filter fan and sent to the filter by the dirty 
gas channel located at the top of the inlet. 120 tons per hour 
plant, 5% according to humidity rate max. It has an industrial 
type burner with a heat capacity of 9.974.208,00 kcal/h. The 
capacity of the dryer burner fan electric motor is 18.5 kW. 
 
 
 
 

Table 1. Technical characteristics of the dryer unit and burner 
Technical Spesifications  

Length of the dryer (mm) 8.000 
Diameter of dryer (mm) 2.000 
Dryer burner brand and model Baltur TS 36N-D 

ME/L 
Constructor burner capacity Min-
Max (kW) 

4800-11600 

Desiccant burner fan motor (kW) 18,50 
 

• Electric Motors: Electricity consumption at the asphalt 
plant; superheated oil pump in the hot oil boiler room, flat 
belt and inclined belt electric motors, dryer burner fan and 
dryers rotating motors, mixer reducer motors, chimney fan, 
asphalt pump drive is carried out on the motor. Images of 
electric motors in the asphalt plant are presented in Figure 2. 

 
Figure 2. Electric motors in asphalt plant 

One of the important points to be taken into consideration 
in the energy consumption of electric motors is the analysis 
of the speed control to the motors operating at long and 
variable load. Table 2 shows the power and efficiency 
information of the electric motors in the asphalt plant. 

 
Table 2. Power and efficiency data of electric motors in asphalt plant 

Portion Quantitiy Power 

(kW) 
Speed          

Cont. 
Eff. 

Class 
Cold Silo Six Flat 
Tape Elect. Engine 

4 3 Available EFF2 

Inclined Belt Electric 
Motor 

1 4 Unavailable EFF2 

Filter Flue Outlet Fan 
Motor 

1 75 Unavailable EFF2 

Burner Fan Motor 1 18,5 Unavailable EFF2 

Asphalt Pump 1 7,5 Unavailable EFF2 

Dryer Rotary Motor 4 11 Unavailable EFF1 

Mixer Motor 2 30 Unavailable EFF2 

Elavator Electric 
Motor 

1 18,5 Unavailable EFF2 

 
B. Research Findings and Discussion 

It has been determined that the heat losses in the asphalt 
plant are intensely realized in the hot oil boiler and dryer unit. 
Measurements were made to obtain the heat losses from the 
unit surfaces in order to calculate the combustion efficiency of 
the hot oil boiler and dryer unit. In Fig. 3, the hot oil boiler and 
in Fig. 4, thermal camera images of the dryer unit are included. 
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Figure 3. Surface thermal imaging of hot oil boiler. 

 
Figure 4. Surface thermal imaging of drying unit. 

The exhaust gas emission values resulting from 
combustion in the hot oil boiler and dryer unit are important 
parameters used to calculate the combustion efficiency of the 
unit. At this point, the combustion efficiency can be obtained 
with the calculations to be made depending on the values 
taken from the chimneys. In Table 3, the hot oil boiler and in 
Table 4, the dryer unit flue gas measurement values are 
presented. 
Table 3. Flue gas measurement results of hot oil boiler 

Hot Oil Boiler  Flue 

Gas 

Temp. 

(°C) 

 

CO 

(ppm)  

 

O2 

(%)  

Ambient 

temp. 

(°C) 

Measurement-1 321  5  9,7  12  
Measurement-2 314  4  9,7  8  
Measurement-3 315,5  4  9,7  9  
Average 316,8  4,3  9,7  9,7  
 

Table 4. Flue gas measurement results of the dryer unit 
Dryer Unit  Flue 

Gas 

Temp. 

(°C)  

 

CO 

(ppm)  

 

O2 

(%)  

Ambient 

Temp. 

(°C)  

Measurement-1 186,1 4,7 9,6 12  
Measurement-2 185,7 4,1  9,6  8,5 
Measurement-3 184,3  4,0 9,6  10 
Average 185,3  4,26 9,6  10,16 

 
The ideal emission values for flue gas in a natural gas boiler 
are shown below; 
O2 (%)  : 1 - 4,5  
CO (%) : 9,5 - 11,5  
Flue gas temperature: 160 °C 

When the data above is examined, for the hot oil boiler 
and dryer unit; The O2 value is higher than the limit value. It 
also appears that the flue gas temperatures are far above the 
required temperatures. 

Electricity consumption among the electric motors in the 
asphalt plant is the most important part of the filter outlet. The 
related electric motor is connected in a star-delta shape. In 
addition, electric motor fan connection is in belt pulley 
system. The flap system is used for flow control.  

Table 5. The technical characteristics of the fan electric motor. 
Brand and model Gamak GM 280-94 

Yield Type EFF2 

Cos φ  0,87 

Voltage Δ 380- Y 440 Volt 

Frequency 50-60 Hz 

Transfer 1475-1770 re /min 

Current 140 -140 A 

Power 75 kW 

In the fan motor at the outlet of the filter shaft, 
measurements were taken with the energy analyzer to see the 
operating characteristics. The power consumption of the 
burner fan motor is shown in Figure 5. 

 
Figure 5. Filter flue output fan motor power consumption (kW) 

As a result of the measurement, it was found that the 
average power consumption was 19,3 kW. This fan motor 
with a power consumption of 75 kW operates at a load of 
25%. 

III. RESULTS AND SUGGESTIONS 
• With the burner setting of the hot oil boiler, a profit of 

TL 8.965.22 will be achieved by saving 4.813,52 S³ per year. 
This amount is equal to 4,33 TEP per year. In addition, 12.82 
tons of CO₂ emission is expected to decrease with this 
application. The cost of the investment is 6.000,00 TL and the 
repayment period is 0,73 years. It is an effective solution in 
the short term. 

• The economizer application to the hot oil boiler will save 
4.604,51 S³ per year and will generate a profit of 7.806,75 TL. 
This amount is equal to 4,12 TEP per year. With this 
application, a reduction of 12,23 tons of CO₂ per year is 
expected. The cost of the investment is 30.000,00 TL and the 
repayment period of this application is 3,84 years. It is an 
effective solution in the long term. 

• With the addition of automatic combustion control to the 
drying unit, a profit of TL 36.703,67 will be achieved by 
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saving 21.649,51 SM³ per year. This amount is equal to 19,46 
TEP per year. With this application, a reduction of 57,64 tons 
of CO₂ per year is expected. The cost of the investment is 
60.000,00 TL and the repayment period is 1,63 years. It is an 
effective solution in the medium term. 

• Adding an inverter application to the compressor will 
save 8.943,00 kWh in a year and will make a profit of 2.869,07 
TL. This amount is equal to 0,77 TEP per year. In addition, 
with this application, a reduction of 5.21 tons of CO₂ per year 
is expected. The cost of the investment is 18.000,00 TL and 
the repayment period is 6,27 years. It is an effective solution 
in the long term. 

• Adding a speed control application to the filter fan 
electric motor will save 6.592,00 kWh a year and a profit of 
2.116,67 TL will be achieved. This amount is equal to 0,57 
TEP per year. In addition, with this application, a reduction of 
4 tons of CO₂ per year is expected. The cost of the investment 
is 12.000,00 TL and the repayment period of this application 
is 5,67 years. It is an effective solution in the long term. 

• With the implementation of the projects, 29,25 TEP 
energy savings will be ensured. 4,58% of this savings will be 
from electricity and 95,42% from LNG consumption. 

• The total amount of LNG to be saved in 2015-2016 
average LNG consumption is 0,03967. The average annual 
LNG consumption will save 3.97%. The amount of money 
paid for the average LNG consumption in 2015-2016 is 
52.675,64 TL. 

• The total value of the electricity saved in total electricity 
consumption in the years 2015-2016 is 6,73% per year. 
Monetary average of 2015-2016 for electricity consumption is 
4.985,74 TL. 

• As a result of LNG and electricity savings, an annual 
gain of TL 57.661,38 will be provided. The cost of this 
investment is 126.000 TL. 

• As a result of these studies, 91,90 tons of CO2 will not 
be emitted to the environment. 

• In order to monitor the results of the improvements to be 
made and at the same time to observe the efficiency of the 
plant, energy analyzers must be placed in the appropriate 
parts. It is important to monitor energy consumption in terms 
of energy efficiency. 

İ.  Current situation assessments and recommendations on 

energy management 

The energy consumption of the asphalt plant is 723,89 
TEP per year and it varies according to the amount of asphalt 
production. There is an obligation to employ an energy 

manager in this publicly owned facility with an annual energy 
consumption of over 250 TEP. In addition, an energy 
management unit should be established. After carrying out 
the applications mentioned in this study, it is necessary to 
conduct an energy study for energy efficiency. 

In the world where there is no endless energy source, the 
most important measure that can be taken despite the 
increasing energy costs and energy consumption; to educate 
the individuals who use the energy from the manager to the 
employees and to give the necessary training in energy 
saving. Recommendations on energy management are as 
follows; 

• The infrastructure should be established with the 
support of an expert in the sense of energy management. 

• Energy management unit should be established and 
regular meetings should be held. 

• The energy management unit should monitor the current 
status of the facility and identify and follow up the 
improvement issues. 

• The energy consumption values of the facility shall be 
monitored continuously and compared with the production 
values. 

• Periodic maintenance and adjustment of units that 
increase energy consumption values should be monitored. 

• Follow-up forms of electricity and liquefied natural gas 
meters should be established and followed up regularly. 

• Energy consumption and production performance 
should be monitored by calculating specific energy 
consumption. 

• Energy consumption and production targets on the basis 
of units should be established and monitored in the facility. 

• Production and energy monitoring automation systems 
should be monitored for efficiency. 
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Abstract— Zinc oxide (ZnO) nanoparticles, which are widely 

used in textile, medical diagnosis, paint, nanoelectronics, sun 

creams, cosmetics, pharmaceuticals and biomedical 

applications, are the richest member of the nano-structured 

family of materials. In order to develop nanoparticles with wide 

application areas, which can be used in many sectors, 

multidimensional evaluation of the possible effects of these 

particles on human health and environment is important for 

their biosecurity. For this reason, in this study we investigated 

the use of doped and dopless ZnO nanoparticles in the cell in the 

human blood, alveolar epithelium and primary human liver 

hepatocyte cell lines in vitro. The aim of this study was to 

investigate changes in expression profiles of genes involved in 

different biological processes.  In our study, firstly 3- (4,5-

dimethyl-thiazol-2-yl) 2,5-diphenyltetrazolium bromide (MTT), 

neutral red (NR) and lactate dehydrogenase (LDH) release tests 

were performed to determine the toxic dose. The effect of doped 

and non-doped ZnO nanoparticles on peripheral human blood, 

alveolar epithelium and primary human liver hepatocyte cell 

cultures were investigated by using the RT2 Profiler PCR Arrays 

method to determine gene expression profile in pathways 

involved in molecular processes.  Doped and unpaired ZnO 

nanoparticles resulted in a change in the expression of different 

genes involved in basic metabolic processes such as apoptosis, 

necrosis, DNA damage or repair, mitochondrial energy 

metabolism, fatty acid metabolism (oxidation), oxidative stress 

or antioxidant response, heat shock response, ER stress or 

unfolded protein response, cytochrome P450s or phase I drug 

metabolism, steatosis, cholestasis, phospholipidosis and 

immunotoxicity in all three cell lines. 

    Keywords— Airway epithelial cell, Primary liver hepatocyte cell, 

Peripheric blood cultures, In vitro gene expression, Nanotoxicity, 

Zinc oxide 
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Abstract— The objective of the present study was to assess 

the electrocoagulation treatment of Reactive Red 45 (RR45) 

azo dye material using an iron plate electrode. Treatment was 

carried out in a batch system. The influences of current 

density (from 1 to 5 A), initial pH of wastewater (from 3 to 9), 

and colorant concentrate (from 25 to 100 mg L-1) on removal 

yield were investigated to determine the optimal experimental 

conditions. Color removal efficiency 98.0% was obtained 

under optimum experimental conditions where initial 

solution pH is 7, the concentration of RR45 colorant is 50 mg 

L-1, current density is 0.5 A, stirring speed is 150 rpm, 

reaction temperature is 293 K and experiment time is 20 min. 

Keywords—Electrocoagulation, RR45, pH, current density   

I. INTRODUCTION  
The color absorbs sunlight and prevents the process of 

photosynthesis in the receiving environment and causes a 
decrease in dissolved oxygen in the environment. It causes 
the extinction of living creatures in the receiving 
environment, changing species. For the treatment of 
wastewater, physical, chemical and biological methods can 
be used alone or used together. Chemical oxidation, 
adsorption, chemical coagulation, membrane, ion exchange 
and electrochemical processes can be used for color 
removal. Biological processes can achieve lower color 
removal compared to other methods. Due to the high water 
consumption of the textile industry, wastewater generation 
is more in comparison with other industries. In addition to 
the existing classical treatment systems, it is of great 
importance to try new technologies and share the results to 
be able to demonstrate feasible and economic solutions. In 
recent years, electrochemical methods have been started to 
be used in the treatment of textile wastewaters containing 
dyestuffs, providing ease of application and providing 
economic solutions and studies on this subject have been of 
great importance. 

Electrochemical methods such as electrocoagulation-
electroflocculation and electroflotation, electro-reduction, 
direct electro-oxidation, indirect electro-oxidation by using 
redox mediators such as active chlorine and, hydrogen 
peroxide in the process known as electro-Fenton, and photo-
assisted electrochemical methods such as photo-electro-
Fenton, photo-electrocatalysis have been applying for the 
treatment of wastewaters. 

In electrocoagulation process, anode soluble Fe and Al 
ions are oxidized to Fe+2 and Al+3 forms while in cathode, 
as the result of the electrolysis of water, H+ and OH- ions 
are formed. OH- ions are diffused in the solution and reacted 
to form Fe(OH)2 or Al(OH)3. During that time, organic and 

colloidal pollutants are subsidized simultaneously by 
combing with Fe(OH)2 or Al(OH)3 complex [1-2]. 

Electrode reactions when iron is used to be electrode 
material are as follows [3-4]: 

Anode: 

4Fe(k) → 4Fe(s)
+2 + 8eˉ     (1) 

And with solved oxygen in solution; 

 4Fe+2 + 10H2O + O2 → 4Fe(OH)3(k) + 8H+  (2) 

Cathode: 

8H+ + 8eˉ → 4H2(g)     (3) 

Eventually total reaction can be summarized as follows  

4Fe + 10H2O + O2 → 4Fe(OH)3 + 4H2   (4) 

In this study, it is aimed to reveal the color removal by 
electrocoagulation process (EP) which is one of the most 
used electrochemical processes of reactive red 45 (RR45) 
textile dyestuff wastewater of azo dye group which is 
prepared synthetically. The effect of initial pH, current 
density and initial dye concentration on treatment efficiency 
was investigated. Iron plate electrode was used in the 
studies. In addition, energy consumption costs were also 
determined. 

II. MATERIALS AND METHODS  

Reactive red 45 (RR45) colorant was obtained from a 
commercial company, Duraner Boya A.Ş. Molecular 
weight of azo colorant, molecular formula of which is 
C27H19ClN7Na3O10S3, is 802.1 g mol-1. RR45 exhibits a 
complex structure together with azo aromatic groups and 
used commonly in textile industry. As the result of spectrum 
scanning of colorant, maximum absorbance was found to be 
243 nm, 283 nm and 541 nm. Molecular structure of RR45 
colorant is given in Fig.1. The electrocoagulation cell was 
constructed from plexiglass having a dimension of 15 cm× 
cm×10 cm× 10 cm.The total volume of wastewater used in 
each experiment was approximately 600 mL. İron (Fe) 
plates 45 mm height ×75 mm width × 3 mm thickness in 
dimension was used for the sacrificial electrodes, arranged 
in monopolar configurations. The eight plates were 
constructed in the electrochemical reactor and the distance 
between plates was fixed at approximately 5 mm. These 
plates were used as four anodes and four cathodes. 
Electrocoagulation experiments were conducted using 
experimental design given in Fig. 2.The removal efficiency 
and energy consumption in RR45 treated by 
electrocoagulation is calculated as follows; 
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where, η; removal yield, Ce: final concentration of 
(RR45) (mg L−1), C0: initial concentration of (RR45) (mg 
L−1), V: cell voltage (V), I: current density (A), t: the 
operating time (minute) and ν : the volume of wastewater 
(L) 

 
Fig. 1. Structure of RR45 dye 

 
Fig. 2. Experimental set-up 

III. RESULT AND DISCUSSIONS  

A. Effect of initial pH on the performance of the system  

Among the most important parameters in 
electrocoagulation is pHi of solution [5-6]. Since pH of 
unprocessed solution can affect the stability of hydroxide 
types, it may also have effect on pollutant removal yield. As 
the result of anode and cathode reactions, pH of solution can 
change. Therefore, based on pH of solution, electrolytic 
soluble metal ions (Al+3, Fe+2 etc.) can form different metal 
hydroxide types at different pH values.  

Effect of pHi was investigated in the range of pH 3-9. 
Results obtained are given graphically in Fig. 3. Throughout 
the experiment period, constant current density was 0.5 A, 
stirring speed was 150 rpm, Co= 50 mg L-1

, and temperature 
was 293 K. Color removal efficiency values (η) obtained 
after 20 minute reaction period are 73.6%; 83%; 98.1%;  
and 96.9% for initial pH values ranging from 3 to 9. The 
highest color removal yield is 98% at pH 7.  

 
Fig. 3. The effect of initial pH on color removal yield 

B. Effect of current density on the performance of the 

system 

Current density is defined to be the rate of current per 
unit of electrode area and it is a parameter determining 
process rate. Current density determines the amount of 
aluminum and iron removed from electrode, formation rate 
and size of gaseous bulbs and development of flocks [2-7]. 
Therefore, current density is an important parameter 
affecting the removal efficiency of pollutants. The effect of 
current density on the color removal efficiency was 
examined at current densities ranging from 1 to 5 A. 
Throughout the experiment period, constant initial pH was 
7, Co=50 mg L-1, stirring speed was 150 rpm and 
temperature was 293 K. Color removal efficiency values (η) 
obtained after 20 minute reaction period are 92.2%; 98.0%; 
and 99.9% for current density values ranging from 1 to 5 A. 
The highest color removal yield is 99.9% at 5 A. As shown 
Fig. 4, color removal increased with increasing current 
density because the electrochemical solubility rate of iron 
increases and therefore more Fe(OH)2 and Fe(OH)3) reacts 
with constant pollutant amount, and more pollutant amount 
is removed from the medium. 

 
Fig. 4. The effect of current density on color removal yield 

Energy consumption was calculated (by Eq. 6) with the 
help of findings from the experiments where the effect of 
current density on the treatment of waste water. Data 
obtained is presented in Fig. 5. As the current density 
increases, potential difference applied to the system also 
increases increasing energy consumption. This situation is 
supported by the findings in literature [8-9]. 
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Fig. 5.The effect of current density on energy consumption 

C. The effect of initial colorant concentration 

The effect of initial RR45 concentration on the removal 
yield in electrocoagulation process was studied with dye 
concentrations of 25, 50 and 100 mg L-1. Experiments were 
conducted under the conditions, where pH is 7, stirring 
speed is 150 rpm, T is 20 min and current density is 0.5 A. 
Experimental results is shown graphically in Fig.6. As can 
be seen from Fig.6. as the initial colorant concentration 
increases color removal yields decreased. With the increase 
in initial colorant concentration from 25 mg L-1 to 100 mg 
L-1, color removal yield decreased from 99.9% to 79.3%  

 

IV. CONCLUSIONS 
This study showed that the electrocoagulation process 

for color removal from reactive red 45 dyestuff is an 
effective method. The obtained experimental results 
showed that efficiency of color removal increased with 
increasing current density. Increasing current density, 
applied potential increased and thus energy consumption 
increased. As the initial colorant concentration increased, 
the color removal rate slowed down. Decreasing the pH 
decreased the color removal efficiency. 
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Abstract— Design and synthesis of electrochemical energy 

storage devices, which have a long cycle life as well as a high 

energy and power density, are very important. One of the 

newest and most promising of energy storage devices that are 

currently being studied to improve energy storage 

technologies is the hybrid SC-LIBs with hybrid electrodes. 

Hybrid SC-LIBs are asymmetric electrodes formed by 

internal serial hybridization by replacing one of the electrodes 

of a symmetrical supercapacitor (SC) with a lithium-ion 

battery (LIB) electrode. It is very important that the charges 

on both electrodes of the hybrid SC-LIBs are balanced during 

high-rate charge/discharge operations and that the battery-

type electrode contributes to the total capacitance of the 

device and further increases its working potential. For this 

reason, the studies focused on hybrid SC-LIBs with hybrid 

electrodes. These new devices consist of a hybrid SC-LIB 

electrode and a SC electrode with high power density or a LIB 

electrode with high energy density. In these devices, which 

have a wider cell working voltage and a larger capacity, the 

key factors that reveal the full working potential of the hybrid 

electrodes are the correct composition and morphological 

structure of the electrode materials. 

Keywords— Supercapacitor, Battery, Hybrid structure, 

Energy density, Power density. 

I. INTRODUCTION  
The fact that storage of energy has become a global 

problem for modern societies increases the demand for 
high-performance energy storage devices every day. In 
addition, energy storage devices with high efficiency and 
low cost are required for continuous use of energy from 
renewable energy sources such as solar and wind energy [1]. 
The diversity of energy types and applications indicates the 
need for different perspectives in the development of energy 
storage devices. Thanks to strategies for developing new 
materials and designs in particular, energy storage devices 
that are aimed at overcoming the challenges of meeting 
energy needs stand out as the promising systems in global 
scale. Among the most important energy storage devices of 
the 21st century are batteries, supercapacitors, and fuel cells. 
The common feature of all three systems is that they are 
based on storing the produced energy by the reactions that 
occur at the electrode and electrolyte interface. In R & D 
activities, the performance of energy storage devices can be 
improved by better understanding and improving the 
electrochemical processes in this interface. In many areas, 
particularly in smart and portable electronic devices and 
electric vehicles, it is important to store a lot of energy at 
low costs. As a result, the energy and power densities of 
energy storage devices should be increased to a 

considerable level with the developing technology. The 
performance of energy storage devices depends on the 
electrode material, electrolyte, and device design. In this 
respect, studies on designing battery-type electrodes with 
new materials are available in the literature. In these studies, 
it is stated that the material design is made in two ways. The 
first is balancing the size and morphology of the 
electroactive particles in the materials with the sizes of the 
electrolyte ions. The second is the addition of materials with 
high conductivity to these electroactive particles. 
Furthermore, the use of aqueous electrolytes as well as 
organic electrolytes has resulted in a wider working 
potential range. These advances in electrode material and 
electrolyte lead researchers to design new hybrid electrode 
hybrid devices by electrode hybridization. 

Current energy storage devices include lead-acid 
batteries, nickel-metal hybrid batteries, lithium-ion batteries 
and supercapacitors [2]. These energy storage devices in 
question differ from one another in cost, cycle life, safety, 
specific power, and energy density since the energy storage 
mechanisms of these devices are quite different from each 
other. Among these devices, the most intriguing are LIBs 
with high energy density and SCs with high power density 
[1], [3], [4]. LIBs that have high energy density due to the 
intercalation and de-intercalation reactions of lithium ions 
in the active electrode material are widely used in laptops, 
mobile phones and electric vehicles [5], [6]. However, the 
Li+ storage mechanism in the LIB causes a lower power 
density due to the slowing of solid-state ion diffusion and 
the faradaic reactions in the bulk electrodes. Moreover, 
degradation of the electrode structures and volume 
expansion after cyclic charge/discharge processes reduces 
the cycle life of LIBs [2], [7]. At this point, electrical 
double-layer capacitor (EDLC) are of particular interest as 
materials with high power density and long cycle life due to 
the high rate of ion transfer (adsorption-desorption) in the 
active electrode material. However, the fact that the energy 
densities of the SCs are rather low compared to the LIBs is 
a significant disadvantage (Table 1) [8], [9]. 
Table 1. Characteristics of LIB and SC Energy Storage Devices 

Parameters LIB SC 

Energy density (Wh kg-1) 20-150 1-10 
Power density (W kg-1) <1000 500-10000 

Cycle life 1500 >500000 
Efficiency 0.7-0.85 0.85-0.99 

Calendar Life (year) 0.5-5 5-20 
Charge time 1-5 h 30 sn-1 min 

Discharge time 0.3-3 h 30 sn-1 min 
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Because the electric charge in the LIB electrodes is 
stored via redox (faradaic) reactions, the charge storage 
mechanism on them is a non-capacitive faradaic process. 
On the contrary, the charge storage mechanism in SCs is 
capacitive. While the EDLCs show capacitive 
characteristics, pseudocapacitors exhibit both capacitive 
and faradaic characteristics (Fig. 1). In SC electrodes, the 
electric charge can be stored EDL, pseudocapacitive or both 
[10]. 

 
Fig. 1. Demonstration of charge storage mechanisms in LIB and SC [10]. 

For this reason, new hybrid energy storage devices 
called “Supercapattery (=Supercapacitor + battery)” have 
recently been developed [11], [12] (Fig. 2); they combine 
the advantages of both capacitive and faradaic charge 
storage mechanisms and represent a wide range of devices. 
Researchers plan to produce eco-friendly, low cost and 
high-performance systems for these new devices by 
combining SC and LIB, which are complementary of each 
other thanks to different charge storing mechanisms [13]. 

 
Fig. 2. Ragone plot of energy storage devices [14]. 

II. ELECTRODE HYBRIDIZATION 
As shown in Fig. 3, the charge-potential curve of the 

single-electrode SC during charge/discharge is linear. 
However, as the phase change occurs due to the redox 
reactions during charge/discharge of single-electrode LIB, 
the potential value is constant as in Fig. 4 according to the 

phase rule. Therefore, SCs have high power and low energy 
density, while LIBs have high energy and low power 
density. That is, the energy stored in the SC is half the 
energy stored in a LIB [15]. 

 
Fig. 3. Charge-potential curve of single-electrode SC in aqueous electrolyte 
and the corresponding energy storage. 

 
Fig. 4. Charge-potential curve of single-electrode LIB in aqueous 
electrolyte and the corresponding energy storage. 

The performance of the energy storage device is 
determined by the electrolyte, electrode material and design 
(hybridization) [1], [16]. This results from the fact that the 
specific energy and power density values expressing device 
performance depend on the working potential range and 
capacity/capacitance of the device [6]. For this reason, some 
methods schematized in Fig. 5 are being studied to obtain 
devices with high energy and power density. These methods 
are the construction of asymmetric electrodes, the use of 
organic electrolytes and the design of hybrid devices with 
new hybrid electrodes in a single device [17]. Methods for 
both constructing asymmetric electrodes and the design of 
hybrid devices with new hybrid electrodes are investigated 
within the scope of internal hybridization (Fig. 6) [18]. 

 
Fig. 5. Development process of specific energy and power density values 
from symmetrical electrode → asymmetric electrode → organic electrolyte 
→ electrode hybridization [17]. 

 
Fig. 6. Different combinations of SC-LIB hybrid structures [18]. 
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CHARGE STORAGE MECHANISM OF HYBRID SC-LIBS   
The asymmetric electrodes consist of a SC and a LIB 

type electrode. Combining these electrodes in a single 
device is internal serial hybridization (ISH). As shown in 
Fig. 7 this device, compose of combining the high power 
density of SC with the high energy density of LIB, is called 
the hybrid SC-LIB. It is important to use a high working 
potential (V) to achieve the redox potential (Vb) of the 
LIB electrode at the initial stage of charging in the hybrid 
SC-LIB. In this way, the amount of energy stored can be 
increased according to single-electrode structures. In 
contrast to the SC electrode, however, the contribution of 
the LIB electrode to the total capacitance value in the hybrid 
SC-LIB should be increased. This is due to the fixed 
electrochemical potential value of the LIB electrode. 
Furthermore, another disadvantage in hybrid SC-LIBs is 
that the LIB electrode cannot perform as fast as the SC 
electrode during charge/discharge. The main reason for this 
difference between the electrodes is that the charge storage 
process in the LIB electrode (faradaic) is slower than that of 
the SC electrode (electrostatic). Thermodynamically, the 
hybrid SC-LIBs can take full advantage of the different 
working potential ranges of both electrodes to ensure 
maximum working potential. In this way, both the specific 
capacitance and the energy density increase significantly. 
However, in order to achieve the maximum working 
potential, it is important to balance the charges stored in 
both electrodes at high rates in charge/discharge operations 
[17]. 

 
Fig. 7. Charge-potential curve of hybrid SC-LIB in aqueous electrolyte and 
the corresponding energy storage [15]. 

Recent research shows that the design of new electrode 
materials can help balance the low charge transfer kinetics 
in redox reactions in LIB electrodes [19]–[21]. Electrode 
material design can be done in two ways. The first is to 
control the size and morphology of the electroactive 
particles in the electrode material. The second is the 
addition of high conductivity materials to this electrode 
material [22]. The first approach is to shorten the diffusion 
paths of the charge-balancing ions by the electroactive 
particles synthesized in the nanosize. Thus, as the charge 
storage mechanism in the LIB electrodes will improve, 
solid-state ion diffusion will increase. At the same time, the 
size and morphology of these electroactive nanoparticles 
and the size of the electrolyte ions will be balanced. The 
second approach, which aims to increase the conductivity 
of the LIB electrode, is discussed in different ways. It is 
most preferred that these nanoparticles be doped with 
metals or coated with carbon [6], [23]. Furthermore, the 
working potential range (Vo) of organic electrolytes in 
hybrid SC-LIBs is higher than that of aqueous electrolytes 
(V) (Fig. 8). 

 
Fig. 8. Charge-potential curve of hybrid SC-LIB in aqueous and organic 
electrolyte and the corresponding energy storage. 

CHARGE STORAGE MECHANISM OF HYBRID ELECTRODE 
WITH HYBRID SC-LIBS   

The new hybrid electrode hybrid device consists of a SC 
or LIB electrode and a hybrid SC-LIB electrode. The 
combination of a single-material electrode and a double-
material electrode in a single device is called internal serial-
parallel hybridization (ISH&IPH). For example, Fig. 9 
shows a hybrid electrode hybrid device comprising a SC 
electrode and a hybrid SC-LIB electrode. In the hybrid SC-
LIB electrode, the energy is stored both as faradaic and 
capacitive. In the initial stage of charging of the hybrid SC-
LIB electrode, the SC component stores up to q1 charge 
through electrostatic forces until the LIB component 
reaches the redox potential (Vb). The LIB component is 
charged with Qb through the redox reaction until it reaches 
full charge state. After the full charge (Qb) of the LIB 
component, the SC component is again charged up to q2 
through electrostatic forces until the hybrid SC-LIB 
electrode reaches the maximum potential (Vbc). Thus, the 
amount of charge in the hybrid SC-LIB electrode is equal to 
the sum of the amounts of charge caused by both the SC 
(qc= q1 + q2) and the LIB (Qb) component [15]. 

 
Fig. 9. The charge-potential curve of the hybrid device with hybrid 
electrode and the corresponding energy storage [15]. 

On the other hand, the maximum working potential 
(V) of the hybrid device is equal to the sum of the 
potentials of the SC electrode (Vc) and the hybrid SC-LIB 
electrode (Vbc). Thus, the total amount of energy stored 
(E) in this hybrid device is equal to the sum of the energies 
stored on the SC electrode (Ec) and the hybrid SC-LIB 
electrode (Ebc=Eb+Ec). The structural nature of the hybrid 
SC-LIB electrode allows it to have a higher power density 
than the LIB electrode since the SC component of the hybrid 
SC-LIB electrode increases the electron transfer rate of the 
LIB component even at high-rate charge/discharge 
operations. The electrochemical performance of the hybrid 
SC-LIB electrode material depends on the hybridization of 
SC and LIB components. For this reason, the key factors 
that reveal the complete working potential compared to 
conventional electrode materials are the correct 
composition and morphological structure of the material in 
hybrid SC-LIB electrode material [15]. Hybrid SC-LIB 
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electrodes produced for hybrid devices by internal serial 
hybridization of both LIB and SC components; 

 Should work like a single electrode although it consists 
of double material. Otherwise, this electrode will arrive 
at the full charge state directly without charging the LIB 
component due to the faster charge transfer kinetics of 
the SC component. 

 Should have a porous structure and a high surface area 
for high energy density and good ionic conductivity 
since the three-dimensional porous network structure 
increases charge transfer kinetics while maintaining the 
ionic conductivity of these electrode materials [16]. 

To improve the electrochemical performance of energy 
storage devices, these new hybrid-electrode hybrid SC-
LIBs will act as milestones in the future [15].  

Hybrid SC-LIBs produced from different electrode 
materials with the same or different charge storage 
mechanisms are shown in Table 2. Thus, these hybrid SC-
LIBs are considered as promising devices in terms of 
eliminating gaps in their weakness due to the good aspects 
of both energy storage systems. In addition, the general 
strategy for the design of electrodes and hybrid SC-LIBs is 
summarized in Table 2. There are many different options 
available in the literature regarding electrode materials to be 
used in the production of hybrid SC-LIBs [24] (Fig. 10). 
Table 2. Specific energy density, specific power density and cycling life 

values of energy storage devices with the same or different charge storage 
mechanisms [25]. 

 
 

 
Fig. 10. Classification of supercapacitors [24]. 

 The mass and charge of the electroactive nanoparticles 
in the positive and negative electrode materials in the hybrid 
SC-LIBs should be in equilibrium as indicated in the 
Equation (1). That is, the amount of charge stored on both 
electrodes must be equal [14]. 

 (1) 

where, Q+:charge at positive electrode, Q-:charge at 
negative electrode, m+:mass of electroactive nanoparticles 
in the positive electrode, m-:mass of electroactive 
nanoparticles in the negative electrode, Qsp:specific charge, 
Csp:specific capacitance and E:potential range. The CV 
curves of the battery, EDLC and hybrid SC-LIB are given 
in Fig. 11. The reason for the observation of peaks in CV 
curves is that the charges on both electrodes in the batteries 
(or pseudocapacitors) are stored by faradaic redox reactions. 
For both electrodes in EDLCs, CV curves are rectangular 
since the charges are stored electrostatically. However, the 
charges in the hybrid SC-LIBs are stored by faradaic redox 
reactions in one of the electrodes while the other is 
electrostatically stored. Therefore, two different CV curves 
are observed in hybrid SC-LIBs. Peaks are observed in one 
of these curves while the other is rectangular. 

 
Fig. 11. Cyclic voltammetry (CV) curves of rechargeable battery, 
supercapacitor and hybrid SC-LIBs [14]. 

 As seen in Fig. 12, the minimum voltage value during 
discharge in the supercapacitor (Umin=0) and hybrid SC-
LIBs (Umin 0) is decreased to zero, while the minimum 
voltage value (Umin >>0) during the discharge in the 
batteries cannot be decreased to zero due to the possibility 
of irreversible reactions. Because the minimum discharge 
potential in the hybrid SC-LIBs is greater than or equal to 
zero (Umin 0), the energy stored in these devices is 
calculated by the Equation (2) [14]. 

 

 (2) 

sp-+
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Fig. 12. Cyclic voltammetry (CV) and galvanostatic charge-discharge 
(GCD) curves of rechargeable battery, supercapacitor and hybrid SC-LIBs 
[14]. 

The GCD curves and electrode-device potential ranges 
of some hybrid SC-LIBs composed of different electrode 
materials are given in Fig. 13(a-c). As shown in Fig. 13(a), 
the negative electrode in the hybrid SC-LIBs with different 
charge storage mechanism is lithium metal or LiC6, while 
the positive electrode is activated carbon. The negative 
electrode in the hybrid SC-LIBs with the same charge 
storage mechanism in Fig. 13 (b) is lithium metal or LiC6, 
while the positive electrode is pseudocapacitive. In the 
hybrid SC-LIBs with the same charge storage mechanism, 
the negative electrode is the battery-type, while the positive 
electrode is pseudocapacitive (Fig. 13(c)). Thus, hybrid SC-
LIBs with hybrid electrodes can be constructed by 
combining different combinations of capacitive (EDL, 
Pseudo, EDL: Pseudo) and battery-type electrode materials 
(Fig. 14). 

 
Fig. 13. Galvanostatic charge-discharge curves and electrode-device 
potential ranges of hybrid SC-LIBs consisting of different electrode 
materials [25], [37], [38]. 

 
Fig. 14. Different designs of hybrid SC-LIBs with hybrid electrodes. 

CONCLUSION 
Carrying out many experimental studies has become 

inevitable to design and manufacture hybrid SC-LIBs with 
hybrid electrodes. The reason for this is that a better 
understanding of the surface chemistry between the SC and 
LIB components will ensure overcoming the challenges in 
the combination of high energy and power density in a 
single device. In particular, it is important that the current 
collector-electrode and electrolyte interfaces with the 
electroactive nanoparticles have a highly homogeneous 
distribution to increase charge transfer. Nanoparticles 
present in porous structures and in redox active materials 
can, capacitively or not, be used in the production of these 
devices since the charge can be stored both in capacitive and 
faradaic ways. This helps derive excellent electrochemical 
results from the right hybridization of highly polarized 
(positive and negative charge) SC and LIB components in 
the device. 
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Abstract—DSAWR has become popular in recent years for its 

gas detection due to its superior features such as durability, 

selectivity and sensitivity. In this study, it was revealed that the 

resonance frequencies of the resonators and the resistance of the 

active layer should be done before the experimental studies. 

Although the resistance of the active layer is in a wide range, the 

DSAWR has a good performance with two resonator resonators 

with 433.92 MHz and 433.42 MHz. In addition, it has been 

shown that the resistance value of the active layer also has an 

effect on Q quality factors. 

Keywords—SAW Resonator, Gas Sensor, SAW Sensor, DSAWR  

I. INTRODUCTION  

Acoustic wave technology has been used for gas detection 
applications for several decades [Yunusa, Z., Hamidon, 
M.N., 2016, Binhack et al 2003, Yunusa, Z., 2015, Ebeoğlu 
at al 2014]. The Surface Acoustic Wave (SAW) sensor allows 
the development of a small, light, battery-free, maintenance-
free and multi-sensor wireless inquiry process. Main 
advantages of SAW sensors are high precision, low power 
consumption, wireless capacity and placement in moving or 
rotating parts and hazardous environments. The detection 
mechanism of the acoustic wave sensors is based on changes 
in the physical properties of the sheet when it comes into 
contact with the surface of the device. These properties used 
for gas detection include mass (m), elastic modulus (E), 
viscosity (ρ), electrical conductivity (σ), permeability and 
temperature (T). Any change in these parameters changes the 
electrical or mechanical boundary conditions that change the 
propagation of the acoustic wave velocity. SAW sensors are 
mass-sensitive chemical sensors. SAW technologies can also 
be called a kind of scale in which molecular changes of mass 
can be measured accurately. As molecules pass through the 
crystal surface, they attach to the sensor surface covered with 
sensor molecules, causing changes in the oscillation 
frequency of the sensor. These frequency changes caused by 
molecular interactions are used in real time characterization. 
Two types are available. SSAWR and DSAWR.  

Single SAW resonators have been used for gas detection 
and have proven to be reliable and successful. However, the 
effects of noise on the double SAW resonator are less than a 
single SAW resonator. The dual SAW resonator (DSAWR) 
is a configuration containing two SAW resonators and has 
proven to be reliable in sensor applications. The advantage of 
DSAWR is that it can be used for wireless applications. It can 
also compensate for the smallest temperature losses. In 
Figure 1, DSAWR equivalent circuit is shown and frequency 
is found 434 MHz (Fig 2). 

 

 
 

Figure 1. DSAW Resonator Equivalent circuit  

II. MATERIAL AND METHODS 

Generally, the resistance of the active layers produced 
from different materials and different conditions shows 
significant differences from each other. For a known resonator 
with resonance frequency, impedance matching difficulties 
can be observed for the value of the resistance of the active 
layer (sensing material). For this reason, it is necessary to 
determine the resonator in the range of resistance value of the 
active layer by means of simulation to determine the 
appropriate resonator. In this study, a simulation of a DSAWR 
sensor is performed to obtain working range of active layer in 
term of resistivity for a given sensor with a resonant 
frequency. SAW resonators with resonance frequencies of 
433.92 MHz and 433.42 MHz were used in the DSAWR 
system configuration. 
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Figure 2. DSAW Resonator Frequency Response 

Firstly, an equivalent circuit (Fig 1) for each resonator was 

obtained from the literature [Yunusa, Z., Hamidon, M.N., 

2016, Binhack et al 2003, Yunusa, Z., 2015]. Using these 

circuits and DSAWR sensor structure, a suitable circuit was 

obtained and simulation studies for frequency response of the 

circuit were performed (Fig 2).  

Figure 3. Frequency response for different resistance values 

Figure 4. Frequency response for different capacitance values 

The resistance of the active layer was changed from 300 

ohms to 6 MOhm and the change in resonance frequency was 

determined (Fig 3 and Fig 4). During this calculation, the set 

capacitor value is set to 2pF. 

III. RESULTS AND DISCUSSION

The DSAWR sensor for the given resonator circuit 

indicates that it can be a suitable sensor for the active layer 

with a resistance value between 300 Ohm and 6 MOhm. 

While the resonance frequency changes slightly in this 

resistance range, it can be a more suitable sensor for high 

resistance values. Therefore, it is recommended to use higher 

resistant active layers in this sensor structure. On the other 

hand, the resonance frequency shift occurs when the 

capacitance value changes. This shows that the tuning 

capacitance is important for the current design. 

It is understood that the active sheet material may have an 

effect on the sensitivity and sensitivity of the sensor as well 

as the selectivity and sensitivity of the sensor. To increase 

sensitivity, different resonators with different series 

resonance frequencies, Q-factors and resonator impedances 

should be used.  
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Abstract:  In this study CdS/CdTe solar cells are deposited 
on Indium Tin Oxide (ITO) substratesby electrochemical 
deposition. The electrical morphological and optics properties 
ofCdS/CdTe solar cells prepared by electrochemical 
deposition were investigated. Crystalstructure and grain 
size of solar cell layers were investigated by X-ray 
diffraction(XRD) analysis according to XRD analysis CdS 
crystalized in hexagonal, whereas CdTe was cubic. The 
grains shapes, sizes and distributions of the surface formed on 
thelayers of the films were investigated by Scanning electron 
microscopy (SEM) and Atomic force microscope 
(AFM).The cell parameters like open circuit potential, 
short circuit current, fill factor, cellefficency, series 
resistant and shunt resistant were investigated by I-V 
characterization.As a result of this analysis, our CdS/CdTe 
solar cells had an efficiency of %9,95. Finally, the 
experimental findings obtained by comparing the 
similarities anddifferences with other experimental and 
theoretical data in the literature were discussed.

INTRODUCTION
Renewable energy (sources) is the energy obtained from the 

existing energy flow in continuous natural processes. Solar energy 
is one of the most important and renewable energy sources. Solar 
energy; It is a renewable energy source that comes from the sun and 
has a constant intensity of 1370 W/m2 outside the earth's 
atmosphere and varies between 0-1100 W/m2 on the earth's surface. 
It can be used in a controlled manner from heating to cooling and in 
electricity generation. Electricity generation from solar energy; It is 
carried out with two different methods as direct transformation and 
indirect transformation [1] Today, solar energy is used in residences 
and workplaces, agricultural technology, industry, transportation 
vehicles, communication tools, signaling and automation, and 
electricity generation.

MATERIALS AND METHODS
Electrochemical deposition method, which is an effective 

method for obtaining thin films, was used as an experimental 
method. Electrochemical storage; is the reduction of metal ions in 
an electrolytic solution onto the cathode [2]. Electrochemical 
storage is based on the electrolysis phenomenon. Michael Faraday's 
recognition of the basics of electrolysis in the early 19th century led 
to new applications. The basic parts of the electrochemical storage 
cell are an anode and a cathode, which can come into contact with 
an electrolyte. At the cathode, reduction of the reacting substance 
takes place with electron gain. In other words, electrons are 
transferred from the cathode to the substance in the electrolyte. At 
the anode, there is oxidation of the reacting substance with the loss 
of electrons. Electrons are transferred in the electrolyte towards the 
anode. Parameters such as the potential to enlarge the properties of 
the films obtained in electrochemical storage, the type and amount 
of substances added to the electrolyte, solution pH, current density, 
growth time, electrolyte temperature, chemical additives added into 
the solution affect [3].

Figure 1. The SEM images of SnO2, CdS, CdTe, Au 

layers and Au/CdTe/CdS/ITO solar cell 
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We performed SnO2 growth on ITls by electrochemical storage 
method. drowth was done at room temperature using a solution 
containing 20mM SnO2.2H2O, 0.1 M NaNO3 and 75 mM HNO3 
içeren. Electrostorage was performed using a three-electrode cell. 
ITl substrates with a surface resistance of 100 ohm/cm2, platinum 
wire, and Ag/Ag l in saturated potassium chloride solution were 
used as working, counter and reference electrodes, respectively, and 
the storage area on the working electrode is 1 cm2.

CdS films were prepared potentiostatically from 0.3 M CdSO4 
and 0.02 M Na2S2O3 solutions by electrodeposition. A few drops of 
sulfuric acid were added to adjust the pH of the solution to 2. The 
solution was continuously heated at about 85°C during deposition.

CdTe layer growth was obtained from solutions containing 0.75 
M CdSO4 and 115 mM TeO2 on CdS films prepared by 
electrochemical storage at growth times of 100, 300, 500, 700 and 
900 minutes. The pH of the solution prepared to grow the CdTe 
layer was adjusted to 1.8 by adding sulfuric acid to this solution.

RESULTS AND DISCUSSION
In this study, the production of thinfilm p-CdTe/n-CdS solar 

cells was aimed. In our study, the electrochemical storage method 
was preferred for the production of CdTe solar cells because it is 
simple, convenient and economical. While producing the solar cell, 
transparent conductive oxide (ITO) was chosen as the front contact. 
Thus, it is aimed to pass the sun's rays directly to the p-n junction 
without being absorbed in the front contact.

The remaining CdS layers of the most efficient solar cells 
produced are 200 nm, and the thickness of the CdTe layers is around 
750 nm. The electrical data of these solar cells under A.M 1.5 are as 
follows, theoretical power Pt=18.17W, maximum power



Pmax=9.95W, open circuit potential Voc = 0.69 V, short circuit 
current Jsc= 26.34 mA/cm2, cell efficiency η = 9.95%, while the 
filling factor was calculated as FF= 54.76%, the series resistance of 
the cell was calculated as 5.2 Ω.cm2 and the shunt resistance as 
226,757 Ω.cm2. As a result, solar cells with 9.95% efficiency at 
room temperature were produced. The structural properties of these 
solar cells were investigated.

When the structural properties of the films obtained are 
examined, In2Sn2O7-x (222) and (511) peaks belonging to Indium 
Tin Oxide and In2O3 (521) structures according to JCPDS:06-0416, 
(110), (101), (211) and (301) peaks belong to tetragonal SnO2 peaks 
(JPDS card no: 41-1445). CdS (002) (101) (103) (112) (004) (202) 
(203) (114) (213) peaks belonging to the hexagonal structure
obtained are compatible with JCPDS card no 80-006, CdTe film
grown according to this spectrum is JCPDS It belongs to CdTe
cubic structure, which is compatible with card no 15-0770. This film
grew in the preferential orientation of (111), and CdTe (220) (311)
and (331) peaks were also observed, albeit at low intensity.

Au/CdTe/CdS/SnO2/ITO films were structurally examined by 
SEM. According to the SEM data, the thickness of the SnO2 layer is 
around 100 nm, the thickness of the CdS film is around 200 nm, and 
the thickness of the CdTe film is around 750 nm. The thickness of 
the Au coating is around 100 nm.

According to the electrical and structural properties of the films 
obtained, it was observed that the growth of the CdS layer at 
different growth times significantly affected the cell performance.

CONCLUSIONS 
In this study, ITO/SnO2/CdS/CdTe/Au solar cell structure with a 

high efficiency of 9.95% was successfully obtained by 
electrochemical storage method. In line with the results obtained, 
the following suggestions can be given to increase the efficiency of 
solar cells.

-Pre-contact with higher conductivity than ITO can be used
instead of ITO, or these layers can be enlarged with different 
magnification systems to further increase conductivity and 
permeability.

- Efficiency can be increased by making the CdS layer thinner.
Thickness 

- Efficiency improvement can be made by growing high resistive
conductive oxides between ITO and CdS in different thicknesses.

- As the back contact, other metals such as molybdenum can be
evaporated instead of gold, preventing the loss of efficiency that may 
occur due to the resistance of the rear contact.

-Diffusion between CdS and CdTe layers can be minimized by
changing the duration of the CdCl2 treatment and the temperature at 
which the process is performed.
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Abstract-Indices and Computer Models Used to Calculate and 

Estimate Outdoor Human Thermal Comfort Humans feel the 

features of atmosphere all together at one time i.e. combined 

effect of ambient air conditions. This effect is felt as 

temperature. Effect of atmospheric features on humans is called 

thermal effect. People are satisfied or dissatisfied with the 

conditions of the atmosphere. When they are satisfied with them 

so they are in comfort and vice versa. Although the definition of 

thermal comfort is very diverse and changeable depending on 

the fields, it can often be defined as the condition of ambient air 

where 80% of the people present there feels no discomfort with 

it. Thermal comfort is effective on human health, workforce 

performance, emergence and dissemination of critical illnesses, 

energy consumption, ecological destruction, water consumption 

etc. Therefore, due to its various aspects this concept is worth 

studying scientifically. 

Since the beginning of 20th century (Haldane 1905) scientists 

have been interested in under what air conditions people are 

comfortable. To date more than 200 indices and models have 

been developed to calculate, estimate, determine, categorise, 

compare and even distribute thermal comfort values and also 

use this information to design spaces and buildings.  

This study is related to the indices and models used to calculate 

/ estimate human thermal comfort and even design spaces 

considering the bioclimatic information they produce. In the 

scope of the study, brief information is given about the concept 

of human thermal comfort and the simple and complex indices 

(e.g. RayMan) calculating it and some detailed information is 

also given about the computer models (e.g. ENVIMET) used to 

design spaces considering several human thermal comfort 

factors. 

Keywords-Human thermal comfort, simple indices, complex 

indices, ENVIMET, Rayman, bioclimatic comfort 
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Abstract— Co3O4-NiO  double transition metal oxides 

(TMO) that can provide high capacitance due to recycled 

oxidation and reduction in a wide potential range, can be used 

at low cost without any binder, due to well-defined 

electrochemical behaviors and high theoretical capacity with 

flexible synthesis method, in lithium ion batteries (LIB) and 

high-performance alternative electrode materials was 

successfully prepared for lithium-ion battery applications which 

are defined as future technology The electrode materials were 

characterized by atomic force microscopy (AFM), scanning 

electron microscopy (STM), X-ray diffraction (XRD), Raman 

and UV-visible spectroscopy techniques. 

Keywords— electrode material, electrodeposition, energy 

storage, metal oxides, thin film, nanostructures 

I. INTRODUCTION
The nanostructures of the electrode materials are widely 

studied because of their new properties associated with their 
size, specificity, shape and imperfect nature, as they exhibit 
superior qualities to their traditional mass counterparts. It is 
one of the main electrode materials that can produce high 
capacitance through a transition metal oxide, its reversibility 
in oxidation and a reduction in a wide potential range [1]. 
Electrochemical production methods are of great interest 
because of the unique principles and flexibility of electrode 
materials that control the structure and morphology [2-3]. In 
order to create more high-performance Li-ion batteries, new 
methods need to be developed that can easily control both 
particle size and reduce interface defects [4]. 

II. EXPERIMENTAL
A BAS 100B/W electrochemical workstation connected to 

a three-electrode cell (C3 Cell Stand, BAS) was used for the 
electro-chemical experiments. In all cases, a Ag/AgCl (3 M 
NaCl) electrodeserved as the reference electrode, and a 
platinum wire was used as the counter electrode. ITO-coated 
quartz (10 Ω cm−2) and Au was used as the working electrode 
for the electrochemical measurements, All of the electrolyte 
solu-tions used in this study were prepared using deionized 
water (i.e.,>18 M ) from a Milli- system. 

III. RESULTS AND DISCUSSION

A. NiO Morphological Analysis on Electrodeposition on

Co3O4 Films

 Co3O4 nanostructures were deposited with potential 
controlled by electrolysis method in 2 mM Co(NO3)2, 0.5 M 

KHCO3 suspension dissolved O2 gas nanostructures at 900 
mV, on ITO substrate. Then obtained by electrodepositing 
NiO nanocrystals for 5 minutes at a constant potential of -650 
mV in solution of 2 mM NiSO4 and 0.1 M Na2SO4 (pH: 4.66) 
on Co3O4 films. The resulting Co3O4-NiO films are shown in 
Fig 1 for the films obtained from different deposition times of 
the same concentrations.  

Fig. 1. SEM micrographs of the electrodeposited nanostructures on ITO 
electrodes (a) (900 mV) 5 minutes Co3O4 - (-650 mV) 5 min NiO (b) (900 
mV) 60 min Co3O4 - (-650 mV) 10 min NiO (c) (900 mV) 5 min Co3O4 - ( -
650 mV) 10 min NiO (d) (900 mV) 5 min Co3O4 - (-650 mV) 3 min NiO and 
(e) (900 mV) 10 min Co3O4 - (-650 mV) 5 min NiO, EDS spectrum of Co3O4
/ NiO film synthesized electrochemically.

As can be seen from the SEM images, the deposition times 
of Co3O4 and NiO metal oxides can be changed and the 
desired properties of materials can be easily produced without 
using any organic binders. EDS analysis of Co3O4 / NiO films 
deposited on ITO substrates is given in Figure 1. The 
qualitative analysis of the EDS spectra of cobalt, oxygen and 
nickel containing films shows the structure of Co, O and Ni 
(0.5 /2/1) for the films on which Co3O4 films are modified by 
NiO and also from the substrate. By adjusting the composition 
ratio by changing the deposition time, the desired 
stoichiometries can be provided in the films.  

B. Structural Analysis with XRD of Co3O4-NiO

There Figure 2 are XRD diffractograms of the two
compounds metal oxide (Co3O4-NiO) semiconductor films 

This work was supported financially by the Scientific Research 
Projects Coordinaion Unit of Ataturk University. 
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prepared in aqueous medium. Au substrate and semiconductor 
XRD data of Co3O4 and NiO were observed in practice. These 
XRD diffractograms, a predominant Co3O4 (311), 2θ = 35.28 
diffraction peaks were observed on a 2 θ = 37.28 and 2θ bir 
scale Co3O4 coating. As the NiO ratio on Co3O4 increases the 
diffraction peak in Co3O4 (311) shifts to more positive values 
2θ. In our study, 2θ = 37,9 77.3, which belongs to Au plane 
which we use as substrate, has diffraction peaks at 81.7. 
Fig. 2. XRD diffractograms of NiO (10 min deposition at -650 mV), Co3O4 

/ NiO (NiO for 5 min at 900 mV for 10 min on Co3O4 for 5 min), Co3O4 (10 
min deposition at 900 mV) at room temperature on Au electrode. 

C. Analysis of Co3O4-NiO Raman Spectroscopy

Figure 3 NiO on ITO glass electrode electrode (10 min
deposition at -650 mV), Co3O4/ NiO (NiO deposition for 5 
min at -650 mV over 10 min Co3O4 at 900 mV), Co3O4 (10 
min deposition at 900 mV) Raman spectra measured by planar 
oriented laser polarization of the films are shown.  

Fig. 3.  (10 min deposition at -650 mV), Co3O4 / NiO (NiO for 5 min at 900 
mV for 10 min on Co3O4 for 5 min), Co3O4 (10 min at 900 mV at room 
temperature on ITO coated glass electrode   micro-Raman spectra measured 
by planar oriented laser polarization of deposition films 

These notable Raman spectra 476 cm-1, 520cm-1 and 676 
cm-1 bands correspond to the modes of the Co3O4 particle
phase. The single phonon (1P) in the Raman spectra of the
NiO nanocrystals with a particle size of 300 nm and 100 nm
yields peaks due to two phonons (2P) scattering; The vibration
source of the first four bands is indicated by a phonon (1P) TO
/ LO, two phonon (2P) 2TO, TO + LO and 2LO modes  Micro-
raman at room temperature NiO spectra at 532 nm excitation
wavelength using the band transverse optics (TO) observed at
457 cm-1 and 614 cm-1 longitudinal optics (LO) phonon,
modes of NiO single crystals and 632 cm-1 2TO, 935 cm-1 TO
+ LO, 991 cm-1 and 2LO NiO modes correspond to
combination phonon modes. Figure 3 shows the Co3O4/NiO
films formed by NiO deposition for 5 minutes at -650 mV for
10 minutes on Co3O4, in the raman spectra of 480 cm-1 and

520 cm-1. Includes 457 cm-1  TO  and 614 cm-1 LO modes for 
NiO crystals. 

D. Optical Analysis of Co3O4-NiO

The wavelength values of the absorption peaks of NiO,
Co3O4 / NiO, Co3O4 particles, and thus the change of energy 
values are shown (Fig. 4). In addition, the absorption spectra 
of Co3O4-NiO can be explained by the fact that the NiO and 
Co3O4 spectra exhibit a severity in the middle of the spectra 
and the blue slip quantum limiting effect in the absorption 
spectra. 

Fig. 4. NiO 10 min deposition at -650 mV, Co3O4 / NiO (900 mV) 10 min 
-Co3O4 (-650 mV) 5 min NiO deposition, Co3O4 10 min deposition at 900 
mV on ITO coated glass electrode, absorption spectra of films.

[10] CONCLUSIONS
This study aims to efficiently utilize the three-dimensional 

(3D) electrodes obtained by forming a non-binding Co3O4-
NiO binary transition metal oxides by a new electrochemical 
method, as a lithium ion battery (LIB) electrode with high 
capacity ratio and fast recycling life. Various effective 
strategies have been developed to improve the recycling and 
speed capacity and cycle life of materials based nanostructures 
of NiO on Co3O4. Co3O4-NiO with high conversion efficiency 
are synthesized by electrochemical methods which have more 
practical, environmentally friendly, inexpensive and inherent 
parameters that allow the deposition of interface and size 
controlled material. Co3O4-NiO having the desired 
composition, structure and size with this electrochemical 
method within the scope of this project are easily deposited by 
controlling the electrochemical parameters such as potential 
and time. 
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Abstract— In this study, three-dimensional (3D) structured 

graphene aerogel (GA) and polypyrrole (PPy)/GA supported Pt 

electrocatalysts were synthesized through a self- assembly 

hydrothermal process. Graphene oxide was prepared from 

graphite powder by using modified Hummer’s method. 3D GA 

was synthesized by hydrothermal assembly of GO and 

subsequently freeze-drying. Then 3D GA hybrid with 

polypyrrole was synthesized. Crystal structure of the 

synthesized support materials was determined by X-Ray 

diffraction (XRD), the morphology and pore structure were 

characterized using scanning electron microscopy (SEM), 

Transmission Electron Microscope (TEM) and Brunauer, 

Emmet and Teller (BET) analysis. 

Keywords— Graphene aerogel, Pt-based catalyst, PEM fuel 

cell 

I. INTRODUCTION
Developing technology, increasing population and 

welfare level enhance energy consumptions. Greenhouse gas 
emissions are increasing with the extensive use of 
hydrocarbon-based energy production. Every day, 
environmentally friendly alternative energy production 
systems are increasing slightly. One of them is PEM fuel cell 
technology. 

The fuel cells are the systems based on the principle of 
generating energy as a result of electrochemical reactions of 
the reactants used. Pure water and heat are released as a result 
of the reaction. A fuel cell basically formed from anode, 
cathode, and electrolyte in contact with them. The electrodes 
have got a porous structure with high gas permeability. 
Reduction / oxidation reactions among fuel and oxygen 
occurs while electric current and heat are generated. 

As the air/oxygen passes over the cathode surface, 
hydrogen or hydrogen-rich gas passes through the anode 
surface. Electrons are transported through an external circuit 
towards the cathode, while hydrogen ions migrate through the 
electrolyte in the anode. Water is released by reacting oxygen 
and hydrogen ions with electrons in the cathode. The flow of 
electrons through the external circuit generates electricity. 
Due to the high efficiency in fuel use, the by-product from 
this electrochemical process is only water and heat[1]. 
Polymer electrolyte membrane fuel cells are fuel cell types 
especially developed for transportation applications. In the 
last 5 years, there has been a large increase in the cost and 

performance of PEM fuel cells. These studies focused on the 
production of large quantities of catalyst, membrane and 
bipolar plates. 

In PEM fuel cell Pt and Pt-based alloys are commonly 
used catalysts. Because Pt has very good working conditions 
with high catalytic activity, chemical stability, high current 
density. The use of carbon black for the electrode material is 
supported by metal catalysts (usually platinum or platinum 
based catalysts)[2, 3]. However, the fact that Pt resources are 
limited and the costs are high have led to the search for 
different catalysts. Traditionally Vulcan (XC-72R), Cabot 
Corp (250 m2/g), Shawinigan (Chevron, 80 m2/g), Black 
Pearl (BP2000), Cabot Corp. (1500 m2/g), Ketjen Black (KB 
EC600JD & KB Carbon blacks with high conductivity and 
surface area such as EC600J), Ketjen International (1270 
m2/g and 800 m2/g) and Denka Black (DB, Denka, 65 m2/g) 
are used as support materials for fuel cell electrocatalysts. But 
other than carbon black many different types of materials as 
catalyst supports were also investigated. The interest in 
nanostructured materials has increased since it has been 
conducting faster electron transfer over the last 10 years and 
has seen higher electrocatalytic activity. Graphene is one of 
the highest conductivity materials and has fast electron 
transfer. So, graphene in fuel cell research is a subject of 
interest as the catalyst support material. Graphene is seen as 
a potential support material due to its high electron transfer 
rate, high surface area and high conductivity. Researches on 
the use of 3-Dimensional structures based on graphene and 
graphene as fuel cell catalyst support materials are 
ongoing[4]. 

In this study, the catalyst support materials for PEM fuel 
cell was synthesized from graphene aerogel and graphene 
aerogel/polypyrrole hybrid materials. Synthesized materials 
were physically characterized. It is aimed to improve the fuel 
cell performance with these support materials.  

II. EXPERIMENTAL

A. Synthesis of Graphene Oxide by Modified Hummer’s

Method 

Graphite is exposed to a preliminary oxidation process to 
prevent the formation of graphite-core/graphite oxide-shell 
structures in the final product. In this study, graphite pre-
oxidation was achieved by using mixing graphite with 
definite amounts of H2SO4, K2S2O8 and P2O5 in a beaker and 
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kept at 80°C for 6 h.[5]. The resulting mixture was washed 
with distilled water and dried at room temperature. The 
resulting product was used in the Hummer method. Pre-
oxidized graphite oxide was mixed with H2SO4 and NaNO3 
in a beaker. The mixture was added to ice bath and added 
KMnO4 slowly to a temperature not to exceed 5 oC. The 
mixture was stirred in the ice bath for 30 minutes and taken 
and then at 35oC stirred for further 3 hours. Then distilled 
water was added very slowly to the mixture. Here, care is 
taken to keep the temperature around 50°C. After stirring for 
half an hour, water were added. 30% H2O2 was added 
dropwise to the mixture and then washed with 10% HCl 
solution. After this process, it was washed twice with pure 
water and dried at 60°C in the oven. 

B. Synthesis of Graphene Aerogel (GA)

Graphene oxide dissolved in distilled water. This mixture
was kept in a Teflon coated autoclave at 180 °C for 12 hours. 
The obtained hydrogel is freeze-dried and turned into 
graphene aerogels (GAs)[6]. 

C. Synthesis of GA supported Pt nanoparticles via 

microwave irradiation technique 

Both energy and time saving catalyst preparation 
technique, microwave irradiation, is  used for the decoration 
of Pt nanoparticles over GA with a 20% nominal Pt loading. 
Briefly, definite amount of supports and aqueous solution of 
H2PtCl6 (Aldrich) were added in 50 mL ethylene glycol and 
then stirred for 30 min [7, 8]. Then the resulting solution was 
put in a microwave oven and heated for 1 min at 800 W. After 
microwave treatment, the mixture was cooled down with ice 
water, then filtered, washed with acetone and deionized 
water. Finally dried at 100oC in a vacuum oven for 12 h. 

D. Synthesis of GA/PPy composites

Conducting polymer/GA composites based on polypyrrole
(PPy) were synthesized by in-situ chemical oxidative 
polymerization of corresponding pyrrole (Py, Merck) 
monomers on GA at 25 oC. Ammonium persulfate (APS, 
Sigma Aldrich) was used as the oxidant and p-toluene sulfonic 
acid (p-TSA, Sigma Aldrich) was used as the dopant in order 
to increase the electrical conductivity of the composites. In 
this study, graphene aerogel was dissolved in ethanol and 
stirred for 30 minutes. Pyrrole was dissolved in pure water and 
added to this mixture with stirring for 30 minutes. APS 
(Amonyumpersulfate) and p-TSA were added to the pure 
water in different beakers and added to the first mixture. The 
prepared solution was allowed to stir for 24 hours. The 
mixture was then filtered and the resulting material was 
washed with ethanol, distilled water and acetone. Dried at 
room temperature[9]. 

E. Synthesis of  Pt/ GA/PPy

Pt reduction was performed on the PPy / GA composites
prepared with the same procedure as given in Section C. 

III. RESULTS AND FINDINGS
    XRD results for GO, GA, GA/PPy catalysts are given in 
fig. 1. XRD pattern of GO exhibited diffraction peak at 
2Ɵ=10.1705o.[10]. The diffraction peaks at 2Ɵ=26.4o and 
2Ɵ=24.6o  correspond to amorphous PPy and C. 

Fig. 1. XRD patterns for synthesized GO, GA, PPy/GA 

Specific surface areas of the synthesized GA and PPy/GA 
were found to be 265 m2/g (GA) and 24 m2/g (GA / PPy)  by 
Brunauer-Emmett-Teller (BET) surface analysis. Pore 
volumes of the composites decreased with an increase in PPy 
amount in the composite. 
Table 1. Structural properties of synthesized materials 

BET 
surface 

area 
(m2/g) 

Average 
pore 

diameter 
(nm) 

t-plot
micropore 

volume 
(cm3/g) 

BJH pore 
volume 
(cm3/g) 

GA 265 4.8 0,013259 0.237018 

GA/PPy 24 9.5 NA 0.053832 

Figure 2 (a) shows the SEM images of graphene aerogels. 
The images show a three-dimensional network consisting of 
random orientations of thin plate-shaped folded layers [5]. In 
fig. 2. (b), PPy formations on the GA structure are observed. 
This shows that PPy/GA composite was successfully 
synthesized. 

Fig. 2. SEM images of (a) GA (b) GA/PPy 
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Fig. 3 (a)-(b) show the TEM images of GA and Pt/GA 
materials. It is seen that Pt is distributed on the surface of GA. 
In fig. 3 (c)-(d) TEM images of GA/PPy and Pt/GA/PPy are 
given. Polypyrrole formation on the GA is observed. Figure 2 
(d) shows the homogeneous distribution of the Pt
nanoparticles on support material. In TEM images, GA / PPy
is distributed homogeneously and it was seen that almost
spherical Pt nanoparticles were successfully prepared by
microwave irradiation technique.

Fig. 3. TEM images of (a) GA (b) Pt/GA (c) PPy/GA (d) Pt/PPy/GA 

V. CONCLUSIONS
Fuel cell technology is more efficient and sustainable than 

other energy conversion systems. But the high cost of 
platinum, which is the precious metal used in the cathode and 
anode, is one of the biggest obstacles to its widespread 
utilization.Various carbon support materials have been used to 
reduce the amount of platinum. In this study, the use of 
graphene aerogel and GA/PPy as support materials for Pt 
nanoparticles was investigated. Platinum nanoparticles were 
decorated onto the carbon support material by microwave 
irradiation  technique. 

Analysis of the prepared support materials was carried out. 
XRD, SEM, BET and TEM analyzes were performed to 
investigate the properties of the support materials and 
electrocatalysts. As a result of the analyzes, it was seen that 
the support materials were successfully synthesized. The 
synthesized materials will be tested in PEM fuel cell 
environment. The impact on fuel cell performance will then 
be evaluated. 
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Abstract— Nanotube TiO2 photocatalysts were 

synthesized using the anodization method. NiS nanoparticles 

were doped on the surface of the anodized TiO2 nanotubes by 

sequential ionic layer adsorption and reaction. The crystal 

structure of the produced TiO2 and NiS/TiO2 nanotube 

photocatalysts was characterized using X-Ray diffraction 

(XRD) and its morphology and elemental composition was 

characterized using scanning electron microscopy (SEM-

EDS). Acid Black I was used for photocatalytic activity 

experiments. The results showed that NiS doping increased 

the photocatalytic activity of TiO2.  

Keywords— TiO2 nanotube, photocatalyst, Acid Black I, 

NiS/TiO2 nanotube 

I. INTRODUCTION

TiO2 nanotubes (NTs) obtained by electrochemical 
anodization on the surface of a metallic titanium plate have 
been extensively studied in photocatalytic applications due 
to their unique geometry and functionality combinations 
[1]. The wide surface area of nanotubes is frequently used 
for many photoelectrochemical and photocatalytic 
applications including unique electronic and ionic 
properties, contaminant degradation, water treatment [2, 3]. 

In the photocatalytic applications, unlike 
photoelectrochemical reactions, TiO2 photo-induced 
charge carriers react with the environment without an 
externally applied voltage. Under the aeration conditions, 
the conduction band electrons react with O2 to form O2 
radicals or superoxides, while the valence band cavities can 
react with water to form OH radicals or to oxidize organic 
species directly to CO2 and H2O. This effect is used for 
photocatalytic degradation of unwanted contaminants in air 
or waste water. In general, reactive oxygen species 
produced in the valence band and in the conduction band 
can contribute to the efficient destruction of organic 
pollutants. Additive catalysts are often used to increase the 
efficiency by accelerating the charge transfer rate of the 
electron transfer to the environment [4, 5]. The most doped 
metals on TiO2 are noble metals such as Au, Pt or Pd [6, 7]. 
General co-catalyst activity has been shown to be not only 
dependent on the size and distribution of the noble metal 
particles but also on their relative location on the nanotubes 
[8]. 

In this study, TiO2 and NiS doped TiO2 nanotube 
photocatalysts were synthesized and its results of XRD and 
SEM-EDS were used for characterization. In order to 
determine their photocatalytic activity, the decomposition 
of Acid Black 1 dye was investigated. 

II. EXPERIMENTAL

A. Materials

In the production of nanotube TiO2 photocatalysts,
Aldrich titanium plates of 3 × 1cm with 99.7% purity were 
used. Sodium fluoride (Sigma-Aldrich, 99%), phosphoric 
acid (Merck, 85%) and distilled water were used for the 
anodization process. 

NiS was added to the produced nanotubes. To obtain the 
solutions, nickel chloride (Merck, pure), sodium sulfide 
(Sigma Aldrich,> 98%) and distilled water were used. 

B. Anodic oxidation process

The two electrode system was used for the anodization
process. The titanium plate and the platinum were 
connected as anode (+) and cathode (-), respectively. The 
distance between the electrodes was kept 3 cm during the 
anodization. 0.5 M Phosphoric Acid (H3PO4) and 0.14M 
Sodium Fluoride (NaF) aqueous solution were used the 
electrolyte solution. During the anodization process, 20V 
voltage was used. The anodization time was chosen for 1 
hour under the continuous stirring. After the anodization, 
TiO2 nanotubes were calcined at 500 ° C for 3 hours. 

C. Production of NiS / TiO2 nanotube photocatalyst by

SILAR method

The SILAR method is based on the slow formation of
ions of the substance to be doped on the surface of the 
substance to be added. After each immersion, washing with 
water is based on the adsorption and surface reaction of ions 
to avoid the formation of agglomeration on the surface. 

Four different beakers were used in the doping process; 

1. Beaker: 0,025 M NiCl2 aqueous solution
2. Beaker: Deionized water
3. Beaker: 0,025 M Na2S
4. Beaker: Deionized water

In this way, the nanotube was doped onto TiO2, then 
calcined at 500 °C for 3 hours. 

D. Photocatalytic Activity Tests

The photocatalytic experiments were carried out in a
batch reactor with light. A 44 W / m2 lamp was used as a 
source of UV light. O2 was provided by pumping air at a 
constant flow rate to provide a saturated concentration of 
reaction medium. 
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III. RESULT AND DISCUSSION

SEM and EDS analysis of TiO2 nanotube photocatalyst 
was shown in Figure 1. 

Figure 1. SEM and EDS analysis of TiO2 nanotube photocatalyst 

As can be seen in Figure 1, TiO2 nanotubes are formed 
and distributed homogeneously on the surface. The average 
diameter of the nanotubes ranges from 99-116 nm. Any 
contamination is not observed on the nanotubes. The EDS 
analysis of TiO2 nanotube photocatalyst proved the 
presence of titanium and oxygen in the sample. The 
presence of carbon in the sample indicates the presence of 
trace amounts of pollution. 

The results of SEM and EDS analysis of NiS/TiO2 
nanotube photocatalyst are given in Figure 2. 

Figure 2. SEM and EDS analysis of NiS/TiO2 nanotube photocatalyst 

As can be seen from the SEM image of the NiS doped 
nanotube photocatalyst given in Figure 2, NiS has been 
doped around the nanotubes. The presence of titanium, 
oxygen and nickel in our sample has been proven by the 
EDS analysis of photocatalyst.  

Figure 3 shows the XRD patterns of the nanotube TiO2 
and NiS doped TiO2 photocatalysts. 

Figure 3. XRD patterns of nanotube TiO2 and NiS doped nanotube TiO2 
photocatalysts 

It is seen that the length of the anatase peaks of the 
photocatalyst doped NiS is prolonged and sharpened. 

The photocatalytic degradation values of Acid Black I 
dye nn the TiO2 and NiS / TiO2 nanotube photocatalysts in 
the batch reactor, are shown in Figure 4. 

Figure 4. Decomposition of Acid Black I dye on TiO2 and NiS / TiO2 
nanotube photocatalysts 

When the graph is examined, the difference between the 
removal of the two photocatalysts is noticeable. For the 
TiO2 photocatalyst, 59.2% of the dye was removed in 6 
hours, whereas the NiS doped nanotube TiO2 photocatalyst 
removed 74.8% of the dye after 6 hours. 

IV. CONCLUTION

Nanotube TiO2 photocatalysts were synthesized using 
the anodization method. NiS nanoparticles were coated by 
sequential ionic layer adsorption and reaction on the surface 
of the anodized TiO2 nanotubes. The crystal structure of the 
TiO2 and NiS / TiO2 nanotube photocatalysts produced was 
characterized using X-Ray diffraction (XRD), and its 
morphology and elemental composition was characterized 
using scanning electron microscopy (SEM-EDS). Acid 
Black I was used for photocatalytic activity experiments. 
The results showed that NiS doping increased the 
photocatalytic activity of TiO2. 
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Abstract—Ascorbic acid (AA) and dopamine (DA) play a 

significant role in the function of the central nervous, renal and 

hormonal systems. The deficiency or incompatibility of their 

levels may lead to the symptoms of many diseases such as 

cancer, Parkinson's disease and cardiovascular disease. Because 

of their electrochemical activity, AA and DA detection is always 

attracting the intense interest in electroanalysis.Unfortunately, 

AA is always coexisting with DA in organisms, sharing a similar 

oxidation potential in electrochemical detection. To overcome 

this problem, various carbon based materials including carbon 

nanotubes, carbon nanofibers and graphene have been 

combined with conducting polymers, metals or metal oxides. In 

this study, we reported that fabrication of poly(3,4-

ethylenedioxythiophene) /electrochemically reduced graphene 

oxide (PEDOT/ERGO)  nanocomposites on Au electrode. The 

characterization of PEDOT/ERGO/Au electrode was 

performed by XPS, EDS, and SEM techniques. Synthesized 

PEDOT/ERGO/Au nanocomposite electrode was used as an 

electrocatalysts for dopamine biosensor application. 

PEDOT/ERGO/Au electrode was exhibited to the higher 

catalytic effect compared to naked Au, PEDOT-modified Au, 

and ERGO-modified Au electrodes.   

Keywords— PEDOT, graphene nanocomposite, reduced 

graphene oxide, dopamine 
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Abstract—Thin films of titanium dioxide (TiO2) are 

extensively studied because of their interesting chemical, 

electrical and optical properties. These kind of materials can 

be used as an anti-reflective and protective coating on optical 

elements, and as a protective layer for very large scale 

integrated circuits due to their high refractive index, excellent 

optical transmittance and good insulating properties. Optical 

properties of TiO2 include a wide electron energy band gap, 

transparency throughout the visible spectrum and a high 

refractive index over a wide spectral range from the 

ultraviolet to the far infrared. In the past decade, the 

fabrication of TiO2 nanostructures by electrochemical 

anodization of titanium, which titanium foil was used as a 

substrate, was investigated by many researchers and the 

cathodic deposition of TiO2 was available only at a limited 

studies. In this study, cathodic constant potential 

electrodeposition of TiO2 from aqueous solutions was 

successfully provided in 0,04 M TiOSO4, 0,1 M H2O2, and 0,5 

M KNO3 solution. The characterization of TiO2 thin films was 

performed by XRD, XPS, EDS, and SEM techniques.   

Keywords—Titanium dioxide, photoelectrode, 

electrodeposition 
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Abstract—The development of fast and reliable methods for 

glucose detection is of considerable importance in a variety of 

fields including clinical diagnosis, food analysis, and bioreactor 

monitoring. Numerous nanostructured materials have been 

explored to develop innovative nonenzymatic glucose sensors 

with a great catalytic effect on the oxidation of glucose. The 

nonenzymatic glucose sensors based on metal oxides (Cu2O, 

NiO, MnO2, Co3O4, etc.) and metal hydroxide (Ni(OH)2, 

Cu(OH)2,etc.) are of great interest in recent years and display a 

lot of advantages of fast response, high sensitivity, low detection 

limit, good stability and low cost. In this study, PbO-ERGO thin 

films have been prepared with a facile electrochemical process, 

based on co-deposition from the same solution. Synthesized 

PbO-ERGO nanocomposite electrodes were used as an 

electrocatalysts for non-enzymatic glucose biosensor 

application.   

Keywords— Reduced graphene oxide, lead oxide, 

nonenzymatic glucose sensor, electrocatalyst 
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Abstract— In this study, the effect of temperature on the 

production of acid (HCl) and base (NH4OH-NaOH) with bipolar 

membrane electrodialysis system from NH4Cl-NaCl solution 

which is semi-finished Solvay process was investigated. The 

experiments were performed at four different values: 25, 30, 35, 

40 oC. The effect of temperature, on salt conversion, formed 

acid-base and their flux was followed. Although the flux values 

have improved especially with the increase of temperature, the 

temperature did not have a significant effect on the 

improvement of the process parameters since the vaporization 

enthalpy of the ammonium hydroxide in the system and the co-

ion transition increased. 

Keywords— Electrodialysis, Bipolar Membrane, Solvay, 

Desalination, NH4Cl, NaCl 

I. INTRODUCTION

Soda ash (soda), which is mainly used in glass industry, 
detergent, chemical production, paper, pigment, textile, food 
and animal feed sectors, is produced in two ways as natural 
and synthetic. Naturally, soda is produced from various ores 
and synthetically produced by Solvay process. Synthetic soda 
accounts for about 2/3 of soda production. In the production 
of synthetic soda, one of the dense energy industry branches; 
As a result of the rapid increase in energy prices after the 
middle of the seventies, synthetic soda costs increased. In 
addition, meticulous implementation of measures in 
environmental protection is a second factor that increases 
costs in the synthetic soda industry producing large quantities 
of waste. On the other hand, the production of synthetic soda 
has a more harmful effect on the environment than natural 
soda production, and it provides advantages to natural soda 
producers due to both cost and environmental impacts [1]. 

Several researches have been done to reduce the energy 
costs and environmental impacts associated with synthetic 
soda production, and hundreds of articles have been written 
for the modification of the Solvay process. Kazikowski and 
his colleagues obtained calcium sulfate in the form of gypsum 
from the calcium ions in the distillation waste. They made 
this with sulphate ions in the remaining solid waste after salt 
purification[2]. 

CaCl2 + NaSO4 + 2H2O  CaSO4.2H2O  + 2NaCl 

In another study by Kazikowski et al.[3], to reduce the 
effects of soda ash plants on the natural environment, 
treatment of purified salt with orthophosphoric acid (H3PO4), 
production of calcium and magnesium phosphate, limestone 
production from soda waste, gypsum and semi-finished 

products salt production, flue gas desulphurisation in power 
plants and distillation waste for the use of various 
experiments and have achieved successful results. In another 
study, Forster conducted a study to reduce the carbon dioxide 
emission in the solvent process and to benefit more from 
renewable energy sources. In this study, the production of net 
carbon dioxide in the traditional ammonia soda process and 
the by-products that are ecologically harmful are examined. 
The feasibility of modifying the production of sodium 
carbonate and hydrochloric acid to ammonium soda process 
using carbon dioxide, sodium chloride and water has been 
examined technically and experimentally[4]. In this study, we 
aimed to prevent the occurrence of CaCl2, which is the main 
waste by means of produce acid and base from NH4Cl-NaCl 
mixture which is semi-finished in Solvay process. 

Bipolar membranes can be used in the production of acids 
and bases from salt solutions[5], in the control of impurities, 
in chemical processes with high efficiency and low waste 
capacity. There are some studies in the literature about the 
production of organic and inorganic acids and bases using 
bipolar membrane. In addition, there are some researches on 
the effect of electrical field, electrical resistance, potential 
reduction, applied current density, high current density, 
concentration-electrical properties, selectivity, current 
efficiency and pollution on membrane processes. Erkmen 
examined boric acid and sodium hydroxide formation from 
borax solutions in a three-chamber electrodialysis cell with 
bipolar membrane[6]. Shee et al. used bipolar membrane 
electroacidification (BMEA) technology to remove residual 
oils from whey protein concentrates[7]. Xu in a study in the 
production of acid and acid salt solution, conventional ion 
exchange method with bipolar membrane electrodialysis 
method compared with the study of the energy consumption 
of 10-12 mA / cm2 current density has decreased to 1 kWh / 
kg has determined that[8]. 

In this study, acid (HCl) and base (NH3 and NaOH) were 
produced from ammonium chloride and sodium chloride 
solutions without secondary salt pollution by using bipolar 
membrane electrodialysis unit. The effect of temperature, on 
salt conversion, formed acid-base and their flux was 
investigated.  

II. EXPERIMENTAL

Chemicals used in the experiments were obtained from 
MERCK HCl (37%), NH4Cl2 (99,8), Na2SO4 (%99), NaOH 
(%99)phenolphthalein and methyl orange indicator. Bipolar 
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membrane electrodialysis system, electrodialysis membranes 
and spacers were obtained from PCCELL. The cell and 
spacer properties used are shown in Tables 1and 2. 
Table 1. Anion and cation exchange membranes properties 

Membrane 
species 

Transference 
number 

KCl 
(0.1 / 0.5 N) 
Acid(0.7/3N) 

Resistance 
 (Ωcm2) 

Thickness 
(μm) 

Ionic 
form 

as 
shipped 

ADM >0.95 ~ 2 160-200 Cl- 

KDM >0.95 ~ 2,5 160-200 NH4+ 

Table 2. Bipolar membrane properties 

Thickness(mm) 
Water 

splitting 
efficiency 

Water 
splitting 
voltage 

(V) 
Bipolar 

Membrane 0,2-0,35 >0,95 0,8-1,0 

     Performance criteria for electrodialysis process with 
bipolar membranes are as follows: 

1. Amount/Concentration of acid and base produced.

𝐶 =
𝑛𝑡

𝑉𝑡
(𝑚𝑜𝑙/𝑙)    (1)

nt: The molar amount of acid or base at any given moment, 
Vt: the acid or base volume at any time 

2. Product based salt conversion:

% 𝐶𝑜𝑛𝑣𝑒𝑟𝑠𝑎𝑡𝑖𝑜𝑛 =
𝐶𝑡−𝐶0

𝐶𝑇𝑜𝑝
𝑥100 (2) 

𝐶𝑡 : acid or base concentration at any given moment
(mol/l),𝐶0: acid in the acid or base tank, or base concentration
(mol/ l),𝐶Top: The acid and base concentration to be obtained
when the salt in the feed solution is completely converted to 
product(mol / l). 

3. Product-based flux

𝑁𝑖𝑦𝑜𝑛 =
𝑛𝑡−𝑛𝑜

𝐴.𝑡
(3) 

nt: amount of acid in a given moment (mol), no: initially the 
acid content in the acid tank (mol), A: active area of 5 ion 
exchange membranes used in the cell (64x5 cm2), t: time (h) 

III. RESULTS AND FINDINGS

Experiments were conducted for 4 different temperatures 
to examine the effect of temperature on process performance. 
From the data obtained in the experiments, the conductivity 
of the feed solution, the ion fluxes transferred from the 
membrane, the change in the percentage of the conversion of 
the salt in the products change over time are given in Figure 
1-3.

Fig.1. Change in conductivity of a solution in a salt tank against time. 

     In experiments conducted at different temperatures, it 
can be seen that the temperature does not have a significant 
effect on the process performance (salt conversion, acid and 
base and flux formed)  Figure 1-3. It has been observed that 
the amount of acid and base produced by increasing 
temperature has a small increase in conversion and flux.  

Fig. 2.Change in Flux against time.  

Fig. 3. % Conversation cahnge against time. 

In fact, the increased temperature was expected to 
contribute positively to process performance. However, 
increasing temperature increased the evaporation rate of 
ammonia and increased ammonia loss. In addition, some of 
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the ammonia was transferred to the acid compartment and 
some to the salt compartment. Therefore, the resulting acid 
and base amounts were less than expected and resulted in low 
product based salt conversion. 

III. CONCLUSIONS

In the study, an ion-exchange, cation exchange and a 
combination of these and a special membrane type, bipolar 
membranes are used in a three-compartment electrodialysis 
cell, from NaCl-NH4Cl solution, sodium hydroxide, 
ammonia, hydrochloric acid and usable water production will 
be realized and an environmentally friendly process will be 
developed. and to investigate the factors affecting the 
performance of the production process, to eliminate the waste 
problem of soda industry and to recover the NaCl discharged 
into the sea and to create a sustainable soda production 
process. As a result of the experiments conducted for these 
purposes, it was determined that the temperature change did 
not have positive effect on the process. 
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Abstract— Nanostructured materials have attracted extensive 

attention due to their valuable physical and chemical 

properties which fluctuate strongly from their bulk material 

and prospective applications in numerous nano-optical or 

nano-electric devices. The ZnO nanoparticles (ZnO-NPs) are 

one of the most promising nanostructured materials for 

optoelectronic and biosensors applications due to its wide 

band gap of 3.37 eV and large exciton binding energy of 60 

meV [1] and its electrochemical catalytic activity, superior 

surface properties, biocompatibility, and nontoxicity [2]. 

ZnO-NPs has been prepared successfully by various methods, 

such as hydrothermal method [3], sol-gel method [4], direct 

precipitation method [5], and polyol method [6]. Among them, 

hydrothermal method is popular for researchers owing to the 

advantages of convenience, low cost, and environmental 

friendly approach.  

In this study, we reported the preparation of ZnO-NPs using 

both hydrothermal and polyol methods. Comparison of these 

synthesized ZnO-NPs has been carried out using numerous 

techniques, such as scanning electron microscopy, X-ray 

diffraction, and UV-Vis. absorption spectroscopy.   

Keywords— Zinc oxide; Nanoparticles; Semiconductor 
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Abstract- Salinity is one of the important abiotic stresses that 

restrict plant development. Triticale is a highly adaptable crop, 

known for its high-quality grain, yield potential, and resistance 

to disease. Responses of five cultivated genotypes (Ümran 

Hanım, Mikham 2002, Melez 2001, Tatlıcak, and Alper Bey) of 

triticale to salt stress were tested in callus and embryogenic 

callus formation in this study. Cotyledon explants were selected 

as explants for callus induction and embryogenic callus 

formation. The five tested triticale genotypes varied in their 

callus growth and embryogenic callus formation. Ümran 

Hanım, Tatlıcak, and Alper Bey were observed for better callus 

induction; similarly, the same genotypes responded with better 

embryogenic callus formation in the salt in vitro media. A 

significant decrease in embryogenic callus growth was observed 

under salt stress. Based on the responses to NaCl in terms of 

embryogenic callus, the five triticale genotypes were ranked in 

the order of Tatlıcak > Ümran Hanım > Alper Bey > Mikham 

2002 > Melez 2001. More proline and sugar were accumulated 

in these five triticale genotypes than in control plants when all 

were subjected to salt stress. Proline level peaked at 200 mM 

while the lowest and highest content was obtained at 0–200 mM 

salt concentrations. The accumulation of soluble sugars was 

strongly linked to 0–200 mM salt concentrations. Antioxidant 

enzyme activities exhibited an increasing trend in response to 

the increasing concentration of NaCl. 

Key words-Triticale, embryogenic callus, salt stress, proline, sugar 
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Abstract— Nanofibers are used in many application areas 

such as unique structures, low weights, controllable porosity 

structures and filtration applications with large surface areas, 

engineering subjects, sensors electron and photon materials. 

Polyvinyl alcohol is water soluble, mechanical, thermal 

(melting point> 200 ° C), besides its antibacterial properties, 

disadvantages. Both the disadvantages and the semiconductor 

photocatalyst TiO2 nanoparticles have been focused on how 

the doped rGO affects the properties of the polymer matrix 

and the TiO2 to reduce the wide band-gap range and to absorb 

the visible region.  

At this point, rGO-TiO2-PVA nanocomposite structure was 

synthesized by using the solution casting technique and it was 

aimed to find out which improvements rGO contributed to 

the structure. 

Keywords— Polyvinyl alcohol(PVA), TiO2, reduce 

graphene oxide, nanocomposite  

I. INTRODUCTION (Heading 1)

In recent years, nanocomposite materials have great 

importance both academically and industrially. 

Nanomaterials significantly increase the properties of 

polymeric materials due to their small size, wide specific 

surface areas, quantum limitation and strong interfacial 

interactions(Shehap and Akil 2016). Polyvinyl Alcohol 

(PVA) is a non-adherent property, excellent film structure, 

dissolves in water and forms a transparent solution. Due to 

its favorable mechanical , thermal resistance (melting 

point>200°C), biodegradable properties and flexibility 

PVA has been widely applied in manufacturing fibers , 

coatings, food packages and medical devices. In addition 

to, its nontoxic, odorless and biocompatibility features 

make  PVA films promising candidates in biotechnological 

applications, such as tissue engineering, drug delivery, 

articular cartilage and biosensors(Zhu, Wang et al. 2015). 

Polyvinylalcohol (PVA) has some disadvantages such as 

poor thermal and mechanical stability when used in some 

practical applications, as well as being difficult to dissolve 

in some applications (Wang, Chen et al. 2014). The 

moisture present in the structure reduces the stability and 

stability of the polymer.  Several approaches are made to 

prepare PVA-based nanocomposite polymers to help 

reduce such problems (Hdidar, Chouikhi et al. 2018). 

Titanium dioxide (TiO2) is an excellent semiconductor 

used for removal of wastewater and paints, dye sensitive 

solar cells, high photocatalytic activities (Wang, Chen et al. 

2014). TiO2 nanoparticles have excellent stability, high 

refractive index, hydrophilicity, UV resistance, excellent 

transparency for visible light. Besides, TiO2 is a low cost 

material that removes organic pollutants, shows high 

photocatalytic activity, has low cost, strong redox effect, is 

used in water and air purification, killing 

bacteria(Maruthamani, Divakar et al. 2015). Graphene is a 

carbon layer with a honeycomb structure with a 2D lattice 

sp2 hybridization and a distance of 0.142 nm between 

carbon atoms. Excellent electronic, mechanical and 

chemical properties since its discovery(Li, Li et al. 2017). 

One of the ideal ways to improve the photocatalytic activity 

of TiO2 is to modify the semiconductor photocatalyst with 

graphene. The purpose of synthesizing the graphene-TiO2 

structure is to reduce the TiO2 recombination rate. The 

small amount of oxygen, which contains the functional 

groups on the reduced graphene oxide (rGO) edge and 

basal planes, which are the two-dimensional reduced 

structure of graphene, is of great importance in the 

structure. rGO reduces the recombination of electron-holl 

pairs of supported TiO2 nanoparticles and adsorbs the 

surface, adsorbs organic dyes and helps photocatalytic 

activity by improving charge transfer rate(Sohail, Xue et 

al. 2017). 

In this study, rGO-TiO2-PVA structures are synthesized 

by using the solution casting technique and the thermal and 

antibacterial properties of the polymer are improved. 

2. MATERIAL AND METHOD

a. Materials

Graphite Powders(powder<45µm≥99.99%),  Sulfuric 

acid (H2SO4,95-97%), Sodium Nitrate(NaNO3), Potassium 

Permanganate(KMNO4),  TiO2 nanoparticles, Polyvinyl 

alcohol (Mw 9,000-10,000,80% hydrolyzed,PVA), 

Hydrogen peroxide (H2O2, %30) 

b. Synthesis of Graphene Oxide

Graphene oxide graphite powder is synthesized 

according to the Hummer method. First 69 ml of sulfuric 

acid, 3 g of graphite powder, 1.5 g of NaNO3 were mixed 

in  250 ml erlene. 

The solution was then placed in an ice bath to cool the 

temperature to 0 ° C. After the temperature dropped to 0 ° 

C, 9 g of potassium permanganate (3/3/3) was added to the 

solution. After the addition of potassium permanganate, the 

solution was removed from the ice bath and put on hold to 

allow the temperature to rise to room temperature. Then, 

138 ml of ionized water was added and the mixture was 

stirred at 98 ° C for 15 minutes, then 480 ml of water was 
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added and 30% H2O2 was added dropwise to oxidize the 
brown color to yellow. The resulting graphene oxide was 
washed several times with ethanol and ionized water to 
provide pH balance. The final stage is filtered and kept in 
a 60 ° C oven until it is completely dry. 

c. rGO Synthesis

0.8 g of GO powders were dissolved in 400 ml of DMF 
under ultrasonication for 6 h.  After 6 hours of treatment, 
the rGO powders were filtered, washed with ethanol and 
water and dried in an oven at 60 ° C. 

d. rGO-TiO2 Synthesis of Nanocomposite Structure

0.1 g of rGO powder was mixed with 10 ml of ethanol 
and 20 ml of water and subjected to sonication for 1 hour. 
At the end of 1 hour of treatment, TiO2 nanoposicles in the 
form of 0.2 g of anatase were added to the rGO solution 
and the solution was poured into petri dishes and dried in 
an oven at 60 °C. Finally,  rGO-TiO2 nano-powders were 
obtained. 

e. Synthesis of rGO-TiO2-PVA Nanocomposite Structure

2 g of PVA was dissolved in 30 ml DI water at 95 °C
under reflux to form an aqueous solution. Subsequently, 
GO powder (at 0.3 wt% of PVA) was sonicated in 20 ml 
DI water to form a black colloidal solution. The as obtained 
solutions were mixed together under vigorous stirring for 
about 2 h at 60 °C to form a colloid. The resulting solution 
was stirred at 60 ° C for 1 hour. At the end of the mixture 
rGO-TiO2-PVA structure was dried at 40 ° C for 48 hours 

f. Characterization Techniques

XRD analysis was performed to determine the presence 
of rGO / TiO2 nanotabals in the polyvinyl alcohol (PVA) 
matrix and the existing crystals of nanocomposite films. 
XRD analyzes were performed at 45 kV and 40 mA with 
CuKα (1.5406 Å). Nanocomposite films were screened 
with a scan speed of 0.5 min-1 in the range of 10 ° to 45 ° 
for 2 hours. The scanning electron microscope (SEM) was 
used to determine the degree and quality of the filling of 
PVA in the PVA matrix. 

III. RESULTS

a. XRD Analysis

According to the XRD results, the density of the main 
peaks in rGO / TiO2-doped PVA matrices decreases and 
peaks are observed to be frequent. While there was a 
decrease in crystallinity, some interactions were observed 
between polymer chains and filler(Salavagione, Martínez 
et al. 2009). 

b. SEM Analysis

The images obtained represent the phase morphology 
of the PVA film rGO / TiO2 doped. It is seen that the 
surfaces of PVA samples with rGO / TiO2 added in the 
images are smooth and regular. It has been observed that 
rGO / TiO2 nano-layers are peeled and dispersed well in the 
PVA matrix(Aslam, Kalyar et al. 2017). 

IV. CONCLUSION

rGO / TiO2 / PVA nanocomposites were successfully 
synthesized by solution casting technique by doppling with 
semiconductor photocatalyst and polymer matrix rGO 
support. The structural properties of the PVA matrix in 
rGO / TiO2 / PVA nanocomposite were significantly 
improved by the addition of filler and the TiO2 
nanoparticles were distributed homogeneously over the 
rGO support material. Due to the high conductivity of 
carbon-based support materials, TiO2 was effective in 
inhibiting the recombination of electron-holl pairs 
produced from TiO2 due to the homogeneous distribution 
of nanoparticles on the support material. 
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Abstract— In present study the production of CdTe quantum 

dot particles was investigated by using biosynthesis method 

which provides environmentally friendly, economical, reliable 

and controlled production with using Viridibacillus arenosi K64 

isolate. With this bacterium selected it is possible that this 

bacterium can survive for up to 3 days even in high doses in 

experiments with special buffer solutions, can last up to 3 days. 

Preliminary experiments with a large number of isolates from 

stock cultures have continued to work with active isolates as a 

result of experiments conducted with consideration for the 

viability of biosynthesis processes. In this way, an ideal 

environment in which the bacterium can optimally operate has 

been prepared and the ideal bacteria and environment for 

particle formation have been determined. Several preliminary 

experiments have been carried out to determine the correct 

bacteria and environment and partial optimization studies have 

been completed. Inspection with fluorescent microscope for the 

formation of fluorescent particles was done for control 

purposes. UV-VIS-NIR spectrophotometer analysis for the 

optical properties of synthesized nanoparticles, DLS-zetasizer 

for structural analysis; scanning electron microscopy (SEM) 

measurement techniques were used for their morphological 

characteristics.  

Keywords (Nanoparticles, CdTe, Biosynthesis, Bacteria) 

I. INTRODUCTION

Developing technology and ever-increasing needs of 

human beings promotes interest in new and innovative 

technologies. Especially accessibility in technology, suitable 

in size and dimensions and production low cost have been 

preferred [9]. Semiconductor nanoparticles (NPs) or quantum 

dots (QDs) are bimetallic structures of elements like Cd, S, 

Se or Te that given their particular physicochemical and 

optoelectronic properties exhibit great technological potential 

[5].  

An important challenge of research in nanoparticle 

synthesis are growing need to develop reliable, nontoxic, 

clean, ecofriendly, and green experimental protocols [3- 4]. 

One of the important options is use of natural processes such 

as use of enzymes, microbial enzymes, vitamins, 

polysaccharides, biodegradable polymers, microorganisms, 

and biological systems for synthesis of NPs. The goal of 

recent studies, provide a controlled and up-scalable process 

for biosynthesis of monodispersed and highly stable NPs. 

Thus, a wide range of bacterial species have been used in 

green nanotechnology for the synthesis of NPs like gold, 

silver, platinum, palladium, titanium, titanium dioxide, 

magnetite, cadmium sulphide, and so forth [2]. There is 

currently little to no evidence about green synthesize of CdTe 

using bacteria. Hence, it is essential to widen the range of 

biosynthesized CdTe NPs toxicity investigations. 

Development of new, simpler, less toxic and environmentally 

friendly synthesis procedures is then a subject of growing 

interest. Among various QDs, cadmium telluride (CdTe) 

nanocrystals have attracted significant attention for energy, 

electronics and biomedical applications [7]. because of their 

tunable size-dependent emission within the whole visible 

range. 

II. METHODS

A. Chemicals and reagents

Bacterial isolates obtained in our previous studies and

included in our culture collection (Atatürk University Eastern 

Anatolia High Technology Application and Research Center 

Laboratory) (DAYTAM) have been used. 

It is commercially available as a chemically soluble 

chemistry which is a component of the nanoparticles whose 

synthesis is intended.  

B. Bacteria used for biosynthesis of CdTe NPs

The biosynthesis process is preferred to obtain highly

biocompatible material that can be used for living organisms. 

Viridibacillus arenosi K64 (GenBank Accession Number: 

KR873397), isolated from caves and is involved in the 

precipitation of calcium compounds has been previously 

described and found at Atatürk University DAYTAM culture 

collection, were used for biosynthesis of CdTe. 

C. Biosynthesis of CdTe NPs

The isolates were first incubated in a special buffer (MSB

= Mineral Salt Basal) (0.75 g / L K2HPO4, 0.2 g / L KH2PO4 

and 0.09 g / L MgSO4 pH 7.0 sterilized with filter 0.22 μ) 

(Zinc chloride, Cadmium acetate, Titanium nitrate etc.) at 

different doses (0.1, 1, 5 mM). Secondly, at the end of 3 days, 

biosynthesis was carried out with the highest dose determined 

in the isolates (M9 medium, Luari Bertani Medium and 

Thrypticase Soybean Broth) that preserved their viability [10]. 

In our biosynthesis V. arenosi K64 was grown with 

aeration at 34 °C in Luria Bertani (LB) medium. When the 

absorbance of bacteria cultures rose to 0.6 at 600 nm (A600) 1 
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ml of V. arenosi K64 solution was diluted to 45 ml with LB 
medium in a single necked flask and then 4 ml of 0.04 mol l-1 
cadmium chloride, 100 mg of trisodium citrate dihydrate, 1 ml 
of 0.04 mol l-1 Na2TeO3, 60 mg of mercaptosuccinic acid and 
50 mg sodium boronhydride were added in under stirring, 
followed by incubation at 37 °C on a rotary shaker (200 rpm). 
Using this approach CdTe nanocrystals could be reproducibly 
biosynthesized [1]. 

Bacteria free LB medium containing bacteria secreted 
proteins was prepared as follows. After 1 day in culture the 
bacteria were removed from the medium by centrifugation at 
6000 g for 10 min. Before biosynthesis the prepared LB 
medium was filtered using a polycarbonate membrane 
(Millipore) with a pore size of 200 nm. Subsequently, 4 ml of 
0.04 mol l-1 CdCl2, 100 mg of trisodium citrate dihydrate, 1 
ml of 0.04 mol l-1 Na2TeO3, 60 mg of MSA and 50 mg of 
NaBH4 were added to the medium for the biosynthesis of 
CdTe nanocrystals. 

D. Characterizations of biosynthesized CdTe QDs

The biosynthesized CdTe nanoparticles were 
characterized by UV-VIS-NIR spectrophotometric (Agilent 
Cary Eclipse, Shimadzu UV-3600 Plus), SEM (Zeiss Sigma 
300, Germany), EDS (Zeiss Sigma 500) and Zetasizer 
(Malvern Zetasizer Nano ZSP). All analyses were made 
through the purchase of services from Atatürk University 
DAYTAM. 

E. Isolation and purification of CdTe nanoparticles

After 24 h at room temperature, the synthesis solution was
transferred to a 50 mL tube and centrifuged at 10,000 rpm at 
20 °C for 10 m. The precipitate containing CdTe was washed 
with n-hexane, methanol and ddH2O, respectively. After each 
wash, the wash solutions were removed by repeating the 
centrifugation step of 10,000 rpm at 20 °C for 10 m [6-7]. The 
resulting precipitate was dried for 24 h at 60 °C prior to the 
characterization process. 

III. RESULTS

A. UV-VIS-NIR spectrophotometric analysis

It has been found that the spectrum has a very clear
absorption, the absorption in the spectrum of CdTe 
nanoparticles begins at a wavelength of 220 nm and the 
absorption density is at a wavelength of 396 nm. 

B. Zetasizer analysis

Particle size and distribution of CdTe quantum dots,
particle size and distribution were determined. (Figure 2) 
CdTe nanoparticles size 100-350, 700-1010 and 1600-1900 
nm was seen. 

C. SEM and EDX analysis

From the SEM images (Figure 3) taken from the prepared
material, it was observed that NPs existed in different sizes (8 
to 25 nm, with the average size around 18 nm) and formed in 
clusters. However, it was observed that the clusters which 
were formed were comprised of NPs of a variety of sizes that 
did not exhibit a homogeneous distribution. When evaluated 
in terms of shape and structure, NPs obtained through 

biosynthesis are thought to be in spherical and hexagonal 
structures. 

Corresponding peaks were determined by considering the 
materials targeted specifically (Cd and Te) in the EDX 
spectrum. However, different elements are also observed that 
do not match the Cd or Te peak. Such a contamination may 
result from the organic structure, which cannot be removed by 
coating or washing processes for sample analysis (Figure 4). 

IV. DISCUSSION

In this work, there are 64 bacteria isolates in our culture 
collection that can be used for nanobiosynthesis. It has been 
determined that isolates may exhibit resistance even at the 
lowest dose (0.1 mM) against most of the precursor substances 
applied. Dose and viability rates were taken into account when 
choosing the isolate to be used for biosynthesis. Seven isolates 
resistant to all tested chemicals were selected and identified. 
As a result, resistant isolates which can be used in 
nanobiosynthesis processes have been selected. 

Through SEM imagery and in particular 
spectrophotometric analysis, the resulting data is very 
effective in explaining the individual dimensions of the 
particles. Our data showed NPs as large clusters (~180 nm) in 
size in SEM images. SEM images still provide results that can 
be evaluated in terms of particle size and shape. 

A. Figures and Tables

a) UV-VIS-NIR spectrophotometric analysis:

Fig. 1. UV-VIS-NIR spectrophotometric. 

b) Zetasizer analysis:

Fig. 2. Zetasizer of CdTe nanoparticles 

c) SEM and EDX analysis:
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Fig. 3. Scanning electron microscopy (SEM) images of CdTe NPs shapes 
and size. (EHT=4.00 kV) 

Fig  4. EDX and elemental mapping of CdTe nanoparticles. 
The estimated band gap value for CdTe is 2.02 eV 
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Abstract—The modeling of hybrid semiconductor lasers, 

which have been popular in recent years, has been carried out 

comparatively. Semiconductor lasers are often preferred in 

optical communication systems due to their superior 

performance and compactness. In this study, it is aimed to 

investigate the output characteristics of photonic structures that 

are grown on silicon material. For this purpose, modeling has 

been carried out by using LaserMOD (RSoft) commercial 

software program. Hybrid InGaAsP/InP laser and 

InGaAsP/InP MQW laser simulation were realized. Optical 

spectra are also widely used to investigate the spectral 

properties, lasing frequency and frequency components of light 

at the laser output. Improving the output characteristics of 

hybrid lasers increases the potential for their use in photonic 

integrated circuits.  

Keywords—Semiconductor Lasers, Silicon Photonics, SOI, 

Hybrid Integration  

I. INTRODUCTION

One of the essential elements for efficient and 
multifunctional systems is that the laser source is compact. In 
this search for miniaturization, SOI technology are very 
important[2]. The SOI platform provides the advantage in 
terms of the medium and large scale integration. It can also 
operate at 1300nm and 1550nm wavelengths[3]. The use of 
silicon substrate is advantageous because silicon is the basic 
material for semiconductor electronics. III-V materials are 
important for optoelectronic devices such as lasers and LEDs. 
Low-cost and multi-functional optoelectronic integrated 
circuits are required to achieve high-speed communication 
connections. A silicon-based technology platform will be the 
key for this demand[1]. The hybrid lasers can be produced by 
the integration of the III-V epitaxial active layer on a SOI chip 
to transmit light to other parts of the devices. Subsequently, 
standard photolithography and etching processes can be 
performed to obtain the hybrid laser[4]. 

II. MATERIAL AND METHODS

In this study, a 1300 nm hybrid semiconductor lasers 
which are popular in recent years were modeled and simulated 
by using LaserMOD (RSoft) commercial software. Also, 
same 1300 nm InGaAsP / InP laser structure without SOI layer 
was modeled and simulated with same software. This 
structure is a multi quantum well (MQW) laser. Electrical and 
optical properties of the lasers were investigated. In Figure 1 
and 2, hybrid and MQW laser structures are shown, 
respectively. 

Figure 1. Hybrid InGaAsP/InP laser structure 

Types, thicknesses, carrier densities and molar ratios of the 
layers of MQW laser is as given in Table 1. Unlike the MQW 
laser structure, the hybrid laser structure has an additional SOI 
layer at the bottom.  

Figure 2. InGaAsP/InP laser without SOI structure 
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Table 1. Structure of the InGaAsP/InP MQW laser 

Layer 

numb

er 

Layer 
name 

Material Mole 

(x,y) 

Thick-
ness 

(m) 

ND, 

NA 

Type 

12 Contact InxGa1-x As 0.53 0.2 2e19 p+ 

11 Cladding InP - 1.3 5e17 p 

10 Etch stop  InxGa1-x 
AsyP1-y 

x=0.85 

y=0.32 

0.008 2.5e17 p 

9 Upper 
Cladding 

InP - 0.2 2.5e17 p 

8 SCH InxGa1-x 
AsyP1-y 

x=0.88 

y=0.24 

0.22 - - 

7 Barrier InxGa1-x 
AsyP1-y 

x=0.85 

y=0.32 

0.2 - - 

6 QW InxGa1-x 
AsyP1-y 

x=0.67 

y=0.69 

0.008 - - 

5 Barrier InxGa1-x 
AsyP1-y 

x=0.85 

y=0.32 

0.01 - - 

4 QW InxGa1-x 
AsyP1-y 

x=0.67 

y=0.69 

0.008 - - 

3 Barrier InxGa1-x 
AsyP1-y 

x=0.85 

y=0.32 

0.02 - - 

2 SCH InxGa1-x 
AsyP1-y 

x=0.88 

y=0.24 

0.22 - - 

1 Lower 
Cladding 

InP - 0.1 8e17 n 

III. RESULTS

In the simulations, variations of the optical power output 
with driving currents of the hybrid laser and the MQW laser 
were observed. The threshold current value of the hybrid laser 
(InGaAsP/InP) with SOI structure used in the modelling was 
approximately 5 mA and the optical output power was 
obtained as 26.99 mW (Figure 3a) while bias current was 
53.38 mA.  

The threshold current value for the laser without SOI 
structure was approximately 5 mA and the optical output 
power was obtained as 24.37 mW (Figure 3b) while bias 
current was 53.25 mA. This demonstrates that, the hybrid 
laser that contains a SOI structure was found to have a higher 
optical power than that of the laser without SOI structure. 

Figure 3. Optical output power changes of the lasers; (a) Hybrid 
InGaAsP/InP laser (b) InGaAsP/InP laser without SOI structure 

Figure 4. Optical Spectra Distribution; (a) Hybrid InGaAsP/InP laser (b) 
InGaAsP/InP laser without SOI structure. 
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In the simulation, optical spectrums of the hybrid laser 
and the laser without SOI layer were also compared (Figure 
4).  

While central frequency of the optical spectrum for the 
hybrid InGaAsP/InP laser was found to be 0.949 eV, which 
corresponds to 1307.76 nm; central frequency of the optical 
spectrum for the InGaAsP/InP laser without SOI layer was 
found to be 0.951 eV, which corresponds to 1304.33 nm. 

IV. CONCLUSION

In the graphs, a higher optical power output is available 
in the hybrid laser that contains the SOI structure. In similar 
studies, 25mW output power was obtained [5]. When we look 
at the literature, we have found comparable results with the 
modeled hybrid laser in this study. 
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Abstract— In this study, it is aimed to design a device to be 

used in the diagnosis and treatment of brain diseases by 

taking the concentrations of the neurotransmitters in the 

brain and the time-based measurements of these 

concentration amounts in time. When designing this device, 

amperometry technique was used in which the change of 

current over time due to activated neurotransmitter 

concentration was measured. The transempedance amplifier 

was used to increase the currents of 10-9 A obtained from 

the neurotransmitter measurements. In the device, all the 

noise-generating elements are taken into account during 

wiring and circuit design and noise levels are minimized. The 

Bluetooth module was used to provide wireless 

communication. Also, the circuit providing the constant 

reference voltage required for neurotransmitter activation 

was added to this device. Thus, a mobile neurotransmitter 

concentration measuring device was obtained which could 

work independently without the need for other systems. 

Keywords — Amperometry, Transempedance. 
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Abstract —In this study, magnetite nanoparticles, Fe3O4 
(MNp) were used as low-cost metal adsorbents metal 
removal in wastewater treatment process. MNp were 
synthesized from the waste mill scales used as Cu (II) ions 
adsorbents. The parameters such as contact time, 
temperature and different copper metal concentration of the 
solution were studied. The magnetite was milled mechanical 
alloying for 3, 6 and 9 hours, respectively, using High-
energy ball milling (HEBM). The nanomaterials were 
characterized using X-rays Diffraction (XRD), Vibrating 

Sample Magnetometer (VSM), Atomic Adsorption 
Spectrophotometer (AAS) and Transmission Electron 
Microscopy (TEM). An equilibrium time of 30 minutes was 
required for the adsorption of Cu (II) ions. The results 
showed that nano-sized Fe3O4 has a potential to remove 
cationic heavy metal species from industrial wastewater.  

Keywords—Magnetic nanoparticles (MNp), Waste mill 
scales, Adsorption, Cu (II) metals removal, wastewat 
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Abstract— Green synthesis of zinc oxide nanoparticles (ZnO 
NPs) can be an alternative to conventional methods due to its 
simplicity and eco-friendly. Zinc oxide nanoparticles have 
antibacterial and antifungal properties, thus can be applied in 
the application of active packaging. In the present study, ZnO 
NPs were synthesised using pineapple peel extract and zinc 
nitrate hexahydrate (as a precursor). The synthesis methods 

involve heating at 60 C and without heating to study the 
influence of synthesis temperature against the shape and size of 
ZnO NPs. The produced ZnO NPs were characterised using 
XRD, EDX, FTIR spectroscopy and FESEM. The surface 
morphological analyses demonstrated different shape and size 
of ZnO NPs produced. When the synthesis was heated, it 
produced flower-shaped NPs with a smaller average size of 13-
17 nm as compared to the synthesis without heating where rod-

shaped NPs with a size of 15-60 nm were produced. Next, the 
ZnO-starch nanocomposite films were developed by 
incorporating various concentration of ZnO NPs (1%, 3% and 
5%) into dissolved starch by film casting method. These 
nanocomposite films were tested for their antibacterial activity 
against Gram positive and Gram-negative bacteria, while for 
their potential antifungal yeast was used. The disc diffusion 
method results revealed that maximum zones of inhibition were 
observed Gram positive bacteria Bacillus subtilis and followed 
by fungi Aspergillus brasiliensis when increased the 
concentration of ZnO NPs in the films. 
Keywords— zinc oxide nanoparticle, green synthesis, 
antibacterial, antifungal, pineapple waste 
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Abstract-The transition metal dichalcogenides (TMDCs) 
are attractive for use in next-generation nanoelectronics 
compared to one -dimensional meterials. (TMDCs) have 
been used for various applications such as logic, optical 
devices, and sensors. The TMDCs including MoS2, 
MoSe2, WS2, WSe2 have demonstrated graphene like 
properties. Metal-Oxide-Semiconductor-Field-Effect 
transistors (MOSFETs) composed of 2D materials 

(TMDCs), have demonstrated high potential. Lately, 
researchers have been concerned with WS2 MOSFETs 
due to for its electrical, optical and mechanical properties. 
This work shows fabrication steps high performance 
field-effect transistors with sputter-grown single layer 
WS2. 

Keywords-MOSFET, WS2, Fabrication 
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Abstract-Sleep disorders among the people can endanger the 
ability to work and mental health of individuals. In the past, 
trained technicians manually analyzed the vital signals by 
identifying the sleep stages every 30 seconds. Among these 
courtesy signals, EEG signals contain useful and rich 
information in the brain that can be used to extract the different 
stages of sleep. Today, researchers have been able to achieve a 
high percentage of sleep segregation by using different 
techniques of data mining and pattern recognition. Identifying 
the sleep cycle and the steps that a person walks during sleep has 
various therapeutic and research applications, such as 
examining types of insomnia and examining the behavior of 
children. So that the normal level of mental activity is 
characterized by sleep cycles. 

Detection of sleep stages requires a suitable method to determine 
every stage of sleep, as well as manual methods and using 
existing knowledge in this field. In this research, by extraction 
of appropriate statistical and frequency characteristics, 
Electroencephalography (EEG) and Electrooculography (EOG) 
data during sleep, as well as the previous stage of sleep as a 
feature, are used to determine the sleep stages using a time-
dependent secret-based Markov model. The results show that 
using a surveyed modeling model has far better results than 
similar ones. 

Keywords-Sleep Stage, Classification, EEG Signals, Duration 
Depended Hidden Markova Model 
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Abstract-Surface-Enhanced Raman Spectroscopy (SERS) has 
attracted remarkable interest as a powerful analytical tool for 
the detection of chemical and biological molecules for the last 
four decades. In SERS studies, basically, the enhancement of 
Raman signals fundamentally stems from the electromagnetic 
field in close vicinity of nanostructures with plasmonic features 
on a surface. Although utilization of plasmonic nanostructures 
for SERS applications seems to be a simple and inexpensive 
procedure, the high cost of coinage metals (gold, silver or 
copper) and the limitation in their production procedures lead 
to discrepancy in the resulting SERS signals and hamper their 
usage in practical SERS application. Despite the significant 
progress, SERS systems are still facing challenges for practical 
applications related to their sensitivity, reliability, and 
selectivity. To overcome these limitations, recently, we have 
proposed a simple yet facile concept by depositing 
nanostructured organic semiconductor thin films via physical 
vapor deposition technique.1-2 In our first attempt, we 
employed thin layer films of p-type organic semiconductor, 2,7-
dioctyl[1]benzothieno[3,2-b][1]benzothiophene (C8-BTBT), as 
SERS platforms.1 After deposition of gold layer, we observed 
that both chemical and electromagnetic enhancement could be 

created with this novel system. In our second attempt, we tested 
the n-type organic semiconductor molecule namely, α,ω-
diperfluorohexylquaterthiophene, DFH-4T.2 Interestingly, 
remarkable enhancement in Raman signal was detected without 
the presence of plasmonic nanostructure due to the chemical 
enhancement mechanism. After deposition of a thin layer of 
gold, sub-femtomolar concentrations of analyte molecule could 
be observed via this low-cost, facile and effective SERS 
platform. In the context of this study, I will discuss the 
emergence of organic semiconductors as SERS systems in detail. 

1- Yilmaz, Mehmet, et al. "Micro‐/Nanostructured Highly
Crystalline Organic Semiconductor Films for Surface‐
Enhanced Raman Spectroscopy Applications." Advanced
Functional Materials 25.35 (2015): 5669-5676.

2- Yilmaz, Mehmet, et al. "Nanostructured organic
semiconductor films for molecular detection with surface-
enhanced Raman spectroscopy." Nature materials 16.9 (2017):
918.

Keywords-organic semiconductors, nanostructured thin films, 
surface enhanced Raman spectroscopy 
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Abstract— The synthesis of carbon nanotube (CNT) using waste 

cooking oil (WCO) as green starting material was carried out in 

a floating catalyst thermal vapor deposition reactor by using 

mill scale waste which is iron oxide nanoparticles (IONP) as a 

catalyst. Their morphology, composition, mass of substance 

changes, Raman characteristics and electromagnetic (EM) wave 

absorption performance were measured by Field Emission 

Scanning Electron Microscope (FESEM), Energy Dispersive X-

ray (EDX), Thermal Gravimetric Analysis (TGA), RAMAN 

spectroscopy and Vector Network Analyzer (VNA). Results 

indicated that iron nanoparticles were distributed on MWCNT 

surface with agglomeration, and MWCNT crucially affected the 

magnetic properties of iron nanoparticle. Samples with higher 

degree of carbon graphitization as confirmed by Raman 

characteristic possess higher absorption value. The enhanced 

EM-wave absorption performance was mainly ascribed to the 

increased of interfacial polarization and dielectric loss that 

resulting from the introduction of MWCNT. The result 

illustrated that the introduction of MWCNT into magnetic 

materials can enable the efficient design of excellent patch 

antenna for wireless communication application. 

Keywords:  Carbon nanotubes, waste cooking oil, microstrip patch 

antenna 

INTRODUCTION  

The dumping of cooking palm oil waste has triggered a major 
concern over its effect towards the environment. We are looking at 
the beneficial use of waste cooking oil as the starting material for 
the synthesis of carbon nanotube (CNT) powder. It will be 
synthesized via modified chemical vapour deposition (CVD) 
method by using the injection of waste cooking oil as the carbon 
source and mill scale waste (Fe3O4) as the catalyst. CNT exhibit a 
great range of remarkable properties, including unique mechanical 
and electrical characteristics have led to the use of CNT as 
microstrip patch antenna (MPA) in the past few years (1-3). 
Previous studies have embarked on the usage of carbon fibre 
composites such as CNT that has caught the interest of many 
researchers in the attempt to replace metals in antenna. This research 
intends to explore the application of CNT made from waste cooking 
oil as a patch antenna and discuss the design and fabrication of these 
structures and the properties of the acquired antenna 

MATERIALS AND METHODS  

The methodology of the research work is divided into three stages: 
(a) Synthesis of carbon nanotube (CNT), (b) preparation of CNT
thick film paste and (c) Microstrip patch antenna (MPA) fabrication.
During the synthesis, the catalyst used was mill scale waste crushed
to nanosize powders and waste cooking cooking oil used as the
carbon source and argon as carrier gas. The CNT obtained was then
characterized. The as-synthesized CNT was further used as an active
element in the thick film paste to be fabricated into microstrip patch

antenna via screen printing. The microstrip patch antenna was 
printed onto kapton tape substrate and its return loss and resonant 
frequency were measured in the frequency range of 1-8 GHz. 

RESULTS AND DISCUSSION 
The web-like structure consists of nanotube bundles were observed. 
The bundling results from the attractive Van-der Waals forces 
between nanotubes.  

Fig. 1, the min reflection loss (RL) of sample synthesized at 650oC 
was 12.42 dB at 5.46 GHz. Moreover, sample synthesized at 750oC, 
the minimum RL was 15.97 dB at 3.75 GHz. As for the sample 
prepared at 850oC, it shows the highest RL that is around 27.82 dB 
at 3.03 GHz. These results revealed that the existence of MWCNT 
enhanced its EM-wave absorption performance. MWCNT can form 
conductivity net, and enhance the dielectric loss capability. In 
addition, the interfacial between magnetite nanoparticles (mill scale 
waste) and CNT enhanced the interfacial polarization capability.  

CONCLUSIONS 

MWCNT were achieved by using waste cooking oil as a carbon 
source via modified CVD. Different characterization techniques 
were used to investigate the formation of MWCNT. FESEM 
measurements showed that the amount of carbon content can be 
adjusted by changing the experimental condition. By changing the 
sintering temperature can result in better properties of CNT that 
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would affect the properties in the electron transport in CNT hence 
giving better absorption in microwave patch antenna. 
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Fig. 1: Reflection loss, S11 of MPA at different sintering 

temperature. 

This study demonstrates that waste cooking oil, a low-cost and 
readily available resource, can be used as an inexpensive carbon 
source for the production of CNT and as an active element for 
microstrip patch antenna.  
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Abstract— Rice Husk (RH) is the most outer layer of 

paddy grain. It is considered as agriculture waste 

material. It is usually being openly burnt in the wasteland, 

causing air pollution. Although it has been used in 

cement, alloy and ceramic industry but still millions of 

tons were wasted worldwide. This project will look into 

how this agriculture abundant waste (RH) will be 

regenerated and turned into economic potentials. 

Previous studies show that Rice Husk (RH) contains 

about 20wt% silica. With proper thermal treatment, this 

silica will be converted into cristobalite which is a 

crystalline form of silica (SiO2). It should have 

piezoelectric properties and behave just like quartz 

crystal. Piezoelectric materials can be used as sensors and 

actuators in electronic applications. In this research, 

physical and electrical characteristics of silica derived 

from Rice Husk (RH) were analyzed. The result shows 

that RH silica slightly possesses piezoelectric properties. 

Keywords:  Rice Husk, silica, cristobalite, piezoelectric 

materials 
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Abstract— The present work investigated the fabrication of 

nickel zinc ferrite (NZF) and yttrium iron garnet (YIG) thick 

film layer as substrate inclusion to enhance the performance of 

microstrip patch antenna (MPA). In this paper, Ferrite 

nanopowder was mixed with organic vehicle which consists of 

linseed oil, m-xylene and α-terpineol. Then the mix was stirred 

at 150rpm for 3 hours at 40°C in order to obtain homogenous 

paste, followed by printing it onto FR4 substrate using the 

screen printing technique to form the ferrite thick film layer 

before dried and later fired at 200°C. A patch antenna using 

silver paste was printed onto the ferrite thick film layer and was 

compared with another patch antenna which was been printed 

without the ferrite thick film layer. The results shown that the 

antenna with ferrite thick film layer has improved the 

performance of MPA compared to the antenna without the 

layer. 

Keywords—thick film, ferrites, microstrip patch antenna 

I. INTRODUCTION

Thick film technology is widely used in producing 
electronics components. The thick film paste used in the 
fabrication process mainly consists of active element which 
determines the properties of the thick film; and organic 
vehicle which gives rheology properties of the paste [1], [2]. 
Meanwhile, microstrip patch antenna (MPA) has been 
gaining popularity especially in telecommunication devices 
due to its planar profile and ease of fabrication [3], [4]. It still, 
however, has some advantages such as narrow bandwidth and 
low gain [5]. Ferrites have been studied as substrates for MPA 
to enhance the performance since it has high resistivity and 
low losses at high frequency [6]–[8]. This work aims to study 
and compare the effect of inclusion of ferrites, specifically 
nickel zinc ferrite (NZF) and yttrium iron garnet (YIG), to the 
bandwidth of MPA. 

II. METHODOLOGY

NZf and YIG nanopowder was each mixed with organic 
vehicle, stirred at 150rpm for 3 hours at 40°C in order to 
obtain homogenous paste, followed by printing it onto FR4 
substrate with dimension of 20 x 20 mm using the screen 
printing technique and dried at 100°C. A basic 10 x 10 mm 
square shape patch antenna using silver (Ag) paste was 
printed onto the ferrite layer and was compared with another 

patch antenna which was been printed without the ferrite 
layer. 

III. RESULTS AND DISCUSSION

Fig. 1 shows the design of the MPA fabrication with 
ferrite thick film layer, and the actual fabricated MPA. The 
ferrite thick film was printed to cover the whole FR4 
substrate, therefore it is visible from the top. 

(a) 

(b) 

(c) 

Fig. 1. Fabrication of MPA: (a) side view, (b) top view, (c) actual 
fabricated MPA (top view only).

mailto:i_helina@upm.edu.my
mailto:ismayadi@upm.edu.my
mailto:mnh@upm.edu.my
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Fig. 2(a) shows the measurement of MPA with NZF thick 
film inclusion using vector network analyzer, while Fig. 2(b) 
shows the measurement of MPA with YIG thick film 
inclusion. Both measurements were compared with MPA 
without any ferrite thick film inclusion. Table 1 summarized 
the results of the measurements. From the table, it is clearly 
observed that the inclusion of ferrite thick film significantly 
enhanced the bandwidth of MPA, while better return loss can 
also be observed. The resonant frequency shifted a little due 
to increased permittivity of the substrate coupled with ferrite 
thick film layer. 

(a) 

(b) 

Fig. 2. The return loss and resonant frequency of silver patch antenna 
with and without ferrite thick film loading. 

TABLE I. MEASUREMENT RESULTS OF MPA WITH AND 
WITHOUT FERRITE THICK FILM LOADING 

Antenna 
material 

Antenna parameters 

Resonant 
frequency (GHz) 

Return Loss 
(dB) 

Bandwidth 
(GHz) 

Ag - NZF 6.42 -10.97 3.90 

Ag - YIG 6.42 -19.67 3.13 

IV. CONCLUSION

The results proved that ferrite thick film can be used to 
enhance MPA performance, specifically the bandwidth 
and return loss of MPA, which have always been 
disadvantages of using MPA in devices. Future works will 
include the study of MPA with ferrite thick film on 
selected frequency, and fabrication using flexible 
substrates. 
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